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A DEA approach for selecting performance measures in
presence of negative data

Maryam Allahyar!, Mehdi Toloo?

Abstract. One of the basic assumptions in developing the classical Data
envelopment analysis (DEA) models is that all input and output measures are non-
negative, whereas we may encounter some cases including negative data in real
word applications. On the other hand, there is an empirical rule of thumb that if the
total number of input and output measures is high in comparison with the number of
units, then a large percentage of units will be identified as efficient which is an
unreasonable result. Considering this two issues in DEA, this current paper
develops a selecting method which chooses important measures with the aim of
keeping the rule of thumb in the presence of negative data.

Keywords: Data Envelopment Analysis, Negative data, Directional Distance
Function, Selective measures.

JEL Classification: C61, C67
AMS Classification: 90C11

1 Introduction

Data envelopment analysis (DEA) is a non-parametric approach based on mathematical programming to
evaluate a set of peer decision making units (DMUs) with multiple inputs and multiple outputs. The CCR [1]
and BCC [2] models are two basic DEA models. Inputs and outputs play a key role in DEA and some
approaches have been developed for classifying inputs and outputs in DEA (for more details see Toloo [3, 4]).
However, the classical DEA models are formulated with the assumption that all input and output measures are
non-negative, whereas this assumption is very restrictive in many real applications. The DEA research on facing
with negative data can be mainly divided into three groups. The first one is that the negative inputs are treated as
positive outputs and the negative outputs are treated as positive inputs (Scheel [5], Zhu [6]). The second one is
the approach applying DEA models with translation invariance to make all negative data positive by adding a
big enough scalar to the negative variables (such as Charnes et al. [7]; Seiford & Zhu [8]). The last one is
handling negative variables without translation of the original data, e.g. Portela et al. [9], Sharp et al. [10],
Emrouznejad et al. [11] and Cheng et al. [12]. In a recent paper, Allahyar and Rostamy [13] addressed the
efficiency measure by developing the directional distance function and then suggested a method aims at
discovering the state of returns to scale (RTS) in the presence of negative input and output values.

Another issue concerning DEA models is the relationship between the number of performance measures and the
number of DMUs. Empirically, if the number of DMUs is low in comparison with the combined number of
performance measures (inputs and outputs), then a large percentage of DMUs will be identified as efficient
which is an unreasonable result. To have a reliable result, there is a rough rule of thumb that expresses the
relationship between the number of measures and the number of DMUs. Toloo et al. [14] and Toloo & Tichy
[15] proposed two selecting models under constant returns to scale (CRS) and variable returns to scale (VRS)
assumptions, respectively, to meet the rule of thumb.

To deal with these two challenging issues, simultaneously, the current paper proposes a selecting DEA model,
which chooses some measures with the aim of keeping the rule of thumb in the presence of negative data.

The paper is organized into five sections. Section 2 briefly reviews the directional distance function and
efficiency evaluation in the presence of negative data proposed by Allahyar and Rostamy [13] as well as the

1 Young Researchers and Elite Club, Yadegar-e-Imam Khomeini (RAH) Shahre Rey Branch, Islamic Azad
University, Tehran, Iran, allahyar_maryam@yahoo.com

2 Department of Systems Engineering, Technical University of Ostrava, Sokolska tf. 33, Ostrava 1, Ostrava,
Czech Republic, mehdi.toloo@vsb.cz
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selecting model of [15]. The suggested selecting approach with negative data is explained in Section 3. The
penultimate section illustrates the applicability of the suggested model. Finally, we have come to conclusion in
Section 5.

2 The relative efficiency measure of negative data

In this section, we give a brief review of some preliminary concepts about the directional distance function and
efficiency evaluation in the presence of negative data.

Consider a set of n DMUs, DMU; ; j € {1, ...,n} and let x;;, i € {1,...,m}, be m different semi-positive inputs
and y,;, r € {1, ..., s} be s different semi-positive outputs for DMU;. The generic directional distance model
(DD model hereafter) as the most general non-oriented model developed by Chambers et al. ([16],[17]) under
CRS technology is presented as:

Z, = max 0

s.t.

Z;":l A] .X',:]‘ < Xip — ngi i= 1, e, m (1)
27=1 4 Yrj 2 Yo + 09y T=1,..,5

2=0 j=1,..,n

where the nonzero directional vector (gx, gy) = (Gx1s - » Gxms» Gy1, - Gys) 1S adopted aim at input contraction
and output expansion, simultaneously. Since data are positive a usual choice for the direction vectors (gx,gy)
is the observed input and output levels of DMU,, i.e. (g, g,) = (x5, ¥,)-

Now, assume that the performance measures are allowed to take negative as well as positive values. Allahyar
and Rostamy [13] with the aim of extending the DD model (1) in the presence of negative data, formulated the
following Linear Programming (LP) model for assessing DMU, ,o0 € {1, ...,n} under variable returns to scale
(VRS):

Z, = max @

s.t.

Yiz1Aixij < X0 — Olxio| Vi

Z;‘l=1)‘jyrj Yot Hlyrol vr (2)
=1

A =0 Vj

In the model above, actually the direction vector (—|x,l,1¥,1) = (=Ix10l, s =1 Xmols 1 V10l s [ V5o ) iS

considered by using the absolute values of data. From now on, “*” indicates the optimal values. A trivial
verification shows that 8* > 0. DMU, is efficient if 6* = 0; otherwise DMU, is inefficient. Indeed the value of
6 signifies the measure of inefficiency.

2.1 DEA selecting model

As it is mentioned in the previous section, empirically, there is a rough rule of thumb in the envelopment model
expressing the relationship between the number of DMUs (1) and the combined number of inputs and outputs
(m + s). Specifically, this rule says that if n < max{3(m + s), m X s}, then most DMUs are classified as
efficient through the assessing model which is not acceptable. In this case, in order to have a sharper
discrimination among DMUJs, it is needed to adopt a selecting approach such that it selects measures optimally
in a way that the number of selected measure and DMUs meet the rule of thumb. In order to cope with these
situations, Toloo & Tichy [15] extended the envelopment BCC model and presented the following selecting
mixed integer programing (MIP) model:
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zz =min6 — (T, dis¥ + ¥5_,dYs]))

s.t.
Z;l:l}{]xl] +Slx = Qxio +M(1 _dlx) Vi
Z?:lljyrj - Sry =Yro ~ M(1 - dg) vr
Sio1dy + 3 df < min{[7] 2vn)
- @)
noA=1
dl?C’ drj'/ € {0,1} Vl, Vr
si's7 20 Vi, vr
220 vj

where & > 0 is a small number and M is a large positive number. Moreover, auxiliary binary variables d¥ and
d? are introduced for each selective input and output measure, respectively. The i" selective input (rt"
selective output) is selected if d¥ = 1(d} = 1), otherwise, i.e. d¥ =0 (d} = 0), the i*" selective input (r*"
selective output) will not selected. Toloo & Tichy [15] proved that the rough rule of thumb n = max{3(m +
s),m x s} translates into the constraint ¥5_,d} + Y™, d¥ < min{[n/3],2x/ﬁ}, mathematically. It is worth
mentioning that Toloo & Tichy [15] also suggested to add constraints Y7, d* = p and Y5_, d; = q to model
(3) when the manager is interested in selecting exactly p out of selective inputs and q out of selective outputs.

3 The proposed selecting DD model with negative data

Inspired by the selecting model (3), this section extends model (2) and develops a new selecting DD approach,
which permits the performance measures to take both positive and negative values. To do this, we formulate the
following MIP model:

Z, = maxf
s.t.
Yi=1Aixij < Xio — Blxipl + M(1 = b)) Vi

Z?:1/1jyrj = Yro + ,Blyrol - M(1 - bg) vr

4)
S_1b) + Y™, bf < min {[g] , 2\/5}
Z?=1 /1] =1
b¥, by € {0,1} Yi,vr
A =0 vj

where analogous to model (3), for each selective input and output measure we define the auxiliary binary
variables b* and b}, respectively. To clarify the model formulation, some explanations are provided as below:

If blx = 0, then the constraint Z;-lzl l}xu < Xip — ,6’|xi0| + M(l - le) ImplleS Z}l:lﬂ.jxl‘j < Xip — ﬁ|xio| + M
which is not binding; otherwise, i.e. b = 1, this constraint is weakened to the active constraint ¥7_; 4;x;; <
Xio — ﬂlxiol-
Likewise,
> AV = Vo + BlYrol — M (nonbinding), ifb) =0
27:1/1jyrj23}ro+ﬂ|}}ro| _M(l_bz)ﬁ { = " " . . 1;1_
Zje] Aj)’rj = Yro + Blyrol (active), ifby = 1.
The following theorem shows that the proposed model (4) is succeed in decreasing the percentage of efficient
DMUs.
Theorem 1. z; < z;

Proof. Suppose that model (2) is solved and the optimal solution (5*,A*) € R™*! is at hand. An easy
computation shows that (8* 4%, b*,b¥ ) € R"*™+s*1 s 3 feasible solution for model (4) with the objective

function value z; = B* when Y5_, bY + ¥, b¥ < min{[n/3],2v/n}. Since model (4) is a max-type problem,

we achieve z; < z;, which completes the proof.ll

It should be mentioned here that model (4) has been formulated with the assumption that all inputs and outputs
are selective measures. However, in some cases, the manager believes that some performance measures are
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necessary for the system and we fix such performance measures and select from the remaining inputs and
outputs as selective measures.

Now, after solving model (4) for each DMU and obtaining a set of optimal b* and b” in the proposed individual
approaches, one criterion for selecting measures would then be to base it on the majority choice among the
DMUs. The corresponding efficiency scores achieved for each DMU in the light of the final selected measures are
achieved by applying the assessing model (2).

4 Application

In order to apply the proposed selecting models to a real data set, we use the data set of “the notional effluent
processing system” whose data has been extracted from Sharp et al. [10] and includes 13 DMUs with one
positive input (x;: Cost), one negative input (x,: Effluent), one positive output (Saleable output: y,) and two
negative outputs (Methane: y, and CO2: y5). Table 1 contains the input—output data.

Table 1 Input—output data

DMU Inputs Outputs

Cost  Effluent | Saleable Methane CO»
1 1.03 —0.05 0.56 —0.09 —0.44
2 1.75 —-0.17 0.74 —0.24 —-0.31
3 1.44 —-0.56 1.37 —0.35 —-0.21
4 10.8 —-0.22 5.61 —0.98 -3.79
5 1.3 —-0.07 0.49 —1.08 —-0.34
6 1.98 —-0.1 1.61 —-0.44 —-0.34
7 0.97 —-0.17 0.82 —0.08 —0.43
8 9.82 —2.32 5.61 —1.42 —1.94
9 1.59 0.00 0.52 0.00 —0.37
10 5.96 —0.15 2.14 —0.52 —0.18
11 1.29 —-0.11 0.57 0 —-0.24
12 2.38 —0.25 0.57 —0.67 —-0.43
13 10.3 —0.16 9.56 —0.58 0.00

As can be seen, this data set with n = 13, m = 2, and s = 3 does not meet the rough rule of thumb, i.e. we have
13 < 15 = max{3(m + s),m x s}. To overcome this deficiency, the proposed selecting model (4) should be
applied to the data set in Table 1 with the aim of decreasing the number of measures. In this case, it is supposed that

p = 1and g = 2. Table 2 exhibits the optimal value of b** and b¥".

Table 2 The optimal value of b* and b”

* * * * «  Acceptable
DMU  bf" b3" by by b3 Efficl?ency
1 0 1 1 0 1 1
2 0 1 1 0 1 0.763
3 0 1 1 1 0 0
4 1 0 0 1 1 0.63
5 0 1 1 0 1 1
6 0 1 1 0 1 0.94
7 0 1 1 0 1 0.81
8 1 0 0 1 1 0
9 0 1 1 0 1 1
10 0 1 1 0 1 0.71
11 0 1 1 0 1 0.89
12 0 1 1 1 0 0.68
13 1 0 0 1 1 0

The optimal solution implies that ‘Effluent’, ‘Saleable output’ and ‘CO2’ are determined as selected measures.
In other words, the majority of DMUs have their best performance in light of the set of selected measures
{x,,v1,v3}. Last column of Table 2 demonstrates the acceptable efficiencies, which are obtained by applying
model (2) to the selected data set. It can be extracted that there are 3 efficient DMUs {3, 8, 13}, while there are
more efficient units in the light of all performance measures. Actually, these results show that the formulated
selecting model in the presence of negative data successfully decreased the percentage of efficient DMUs.
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5 Conclusion

This paper dealt with two challenging issues in DEA applications, the presence of negative measures in data set
and holding the rule of thumb in modeling, which expresses the relationship between the total performance
measures and the number of DMUs. In particular, inspired by the selecting method of Toloo & Tichy [15], we
extended the assessing model proposed by Allahyar and Rostamy [13] aims at formulating a selecting model
which identifies some important measures so that the selected data set satisfies the rule of thumb in the presence
of negative data. The applicability of the suggested method is illustrated by a real data set of “the notional
effluent processing system”. The proposed approach in this study can be extended to imprecise data in DEA (see
Toloo [18], Toloo and Ertay [19], and [20])
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Defense expenditure and economic growth in Visegrad group

countries: a panel data analysis
Tereza Ambler!, Jifi Neubauer?

Abstract. The defense economics literature reveals the complexity and inconsistency
of examining the relationship between military spending and economic development.
The current scientific research has not established a clear approach to handling this
large problem. The defense expenditure has been described and investigated by po-
litical, strategic and economic factors. This paper aims to analyze the relationship
between military expenditure and economic growth in Visegrad group countries (V4)
Czech Republic, Slovak Republic, Hungary and Poland. In this study, we focus on
trends of military expenditure and some macroeconomic factors which are influencing
military expenditure such as the growth rate of GDP, balance of payments, inflation,
foreign direct investment, government debt or net lending/borrowing. The effects of
determinants of military expenditure are examined with time series data of the period
1995-2015. The empirical model is based on the statistical method of regression and
panel regression.

Keywords: military expenditure, economic growth, V4 countries, panel data analysis.

JEL classification: C33, E69
AMS classification: 62J05

1 Introduction

A closer examination of the relationship between military spending and economic growth has allowed the devel-
opment of economic mathematical methods in the second half of the twentieth century. The era of mathematical
and statistical analysis in the field of defense economics has started with Benoits paper [2] investigating the impact
of military expenditure on economic growth in 1973. Since then, various approaches have been applied examining
this relationship. With the beginning of the Cold War and changes of the power distribution military spending was
favored at the expense of non-defense spending [6]. The disintegration of the bipolarity after 1990 has caused the
reduction of military budgets and the effort to replace the shortage of funds by more efficient use of resources.
Coulomb and Fontanel [3] investigated the possibility of strengthening the military strategic position on France’s
case despite the reduction in military spending after 1990. Thus, military expenditure has become a variable ad-
justing to the current economic situation. In the post-cold period, the cuts in military spending were expected
and seemed to be inevitable. Odehnal and Neubauer [16] confirmed this tendency in the study of Germany, Great
Britain and France. Still, there were some countries excluded from this trend [5], different determinants of military
spending were detected even in NATO countries [17]. In this article, we focus our attention on possible determi-
nants of military expenditure in V4 countries of the period 1995-2015 to examine their effects after the end of
Cold War.

2 Data and models

2.1 Data

Analysis of determinants of military expenditure in the Czech Republic (CZE), Slovakia (SVK), Poland (POL)
and Hungary (HUN) are based on time series of predominantly macroeconomic variables in time period 1995-
2015 (the database SIPRI, The World Bank). To describe military expenditure — MILEX [% of a gross domestic
product (GDP)], we use following variables: economic growth — EG [%] , foreign direct investment — FDI [% of
GDP], inflation — INFL [%], balance of payments — BOP [billions of dollars], population — POP [in millions], net
lending/borrowing — NLB [% of GDP], government debt — DEBT [% of GDP].

2.2 Panel data models

The panel data approach belongs to several statistical methods frequently used to describe relationship among
macroeconomics variables in last decades, for example, a question of main inflationary factors in V4 countries is

1University of Defence, Department of Economics, Kounicova 65, Brno, Czech Republic, intedo@seznam.cz
ZUniversity of Defence, Department of FEconometrics, Kounicova 65, Brno, Czech Republic,
jiri.neubauer @unob.cz
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discussed in the paper [19], issues connected with military expenditure modeling are examined in the papers [1],
[7], [11] or [21].

The general panel model used in econometrics is
Yir = it + B Xar + e,

where ¢ = 1,2, ..., nis the individual index (group, country), ¢t = 1,2, ..., T is the time index and u;; is a random
zero mean disturbance term, X;; is a k X 1 vector of independent variables, (3;; is a k x 1 vector of parameters.
The parameters [3;; are not estimable with N = n x T data points, therefore a number of assumptions are usually
made about the parameters, the errors and the exogeneity of regressors. Let us assume that o;; = v and 8 = 8
for all 7, t. We get the model

Yit = a + ' Xip + uie,

which is a standard linear model pooling all data across ¢ and ¢, it can be estimated by ordinary least squares (OLS).

To model individual heterogeneity, let us assume that the error term has two separate components u;; = ft;+€;¢,
where 1, is specific to the individual and does not change over time.

Vi = o+ B Xip + pi + €

The error term €;; is usually assumed independent of both the regressors X;; and the individual component p;. If
the individual component is correlated with the regressors, it it customary to treat the u; as next n parameters to
be estimated. This is called the fixed effect model [9]. If we denote ov; = v + p; we obtain the model

Yir = i + ' Xt + €.
This model is sometimes called the least squares dummy variable model, it is usually estimated by OLS.

If the individual component p; is uncorrelated with the regressors, the model is termed random effect, p; are
not treated as fixed parameters, but as random drawings from a given probability distribution [9]. To get greater
efficiency, generalizes least squares (GLS), taking into account the covariance structure of error term, may be used.

3 Empirical results

As a first step, we estimate a linear regression model for each country. The results are summarized in table 1.
The table contains estimates for full models (all variables are taken in account), and the reduced models only with
statistically significant parameters. It should be noted that economic growth and foreign direct investment are not
significant in any country. Inflation is significant only for the Czech Republic (with a negative sign), balance of
payments is significant (with a positive sign) in all countries except for Hungary. There is a significant negative
effect of population in the Czech Republic and Slovakia, whereas the effect is positive in Poland and Hungary. Net
lending/borrowing plays a significant negative role in the Czech Republic, Slovakia and Poland like government
debt in all countries except for Poland. The question of spurious regression is closely connected with linear
regression models applied to time series when some of them are non-stationary. Unit root tests, such as augmented
Dickey-Fuller (ADF) or Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, are usually used to detect non-stationary
behavior of analyzed time series. In case that some of them are non-stationary, it is necessary to test whether
examined time series are cointegrated. It should be emphasized that times series are rather short (21 observations).
The power of unit root tests and tests of cointegration for such a short time series is small. Time series of military
expenditure, population and payments balance can be considered non-stationary, variables net lending/borrowing
and government dept seem to be stationary (except for government debt in Hungary). We use the significance
level 0.05 in all testing procedures. Normality of residuals of estimated model was not rejected (Shapiro-Wilk test,
Lilliefors test), residuals were found uncorrelated (Ljung-Box test). There are several approaches to cointegration
testing. One is based on a single equation method (Engle-Granger test), another employs a vector error correction
model (Johansen tests). According the results of Johansen tests, the systems of analyzed time series in each country
are cointegrated. However, Engle-Granger tests do not reject the null hypothesis of no cointegration. This test is
based on ADF test applied on residuals from linear regression models. The power of the test for short time series
(and this is our case) is very small. As a result, the tests do not reject the existence of a unit root in residuals.
On the other hand, the autocorrelation functions of residuals do not contain significant values, especially for lag 1,
when for non-stationary (integrated) time series the value close to one is expected. We came to conclusion that the
regressions are not spurious.

The aim of this contribution is to describe military expenditure of V4 countries by selected variables using panel
data models. We estimated pooling, fixed and random effect model. Estimation results are summarized in table 2.
Statistical software R (the package plm [4]) and Gretl was used for necessary calculation. The table contains, as
with the individual regression models, estimates for full and reduced (final) models. Economic growth was found
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Dependent variable: MILEX

CZE (full) CZE SVK((full) SVK POL (full) POL HUN (full) HUN

EG —0.008 0.029 0.044 —0.012
(0.007) (0.020) (0.042) (0.013)
FDI 0.007 —0.035 —0.045 —0.003
(0.008) (0.025) (0.045) (0.003)
INFL —0.019* —0.020"*  0.026 0.002 0.006
(0.009)  (0.009)  (0.024) (0.010) (0.012)
BOP 0.014* 0.015*  0.108***  0.148***  0.010**  0.009** —0.016
(0.008)  (0.008)  (0.035) (0.026) (0.004) (0.003) (0.014)
POP —1.692%** —1.672*** —15.412** —15.957*** 0.560*  0.988*** 0.248  0.746™**
(0.254)  (0.226)  (7.052) (5.177) (0.305) (0.135) (0.678)  (0.178)
NLB —0.023*** —0.025*** —0.060** —0.051** —0.057** —0.044** —0.012
(0.007)  (0.007)  (0.021) (0.019) (0.023) (0.020) (0.016)
DEBT —0.017*** —0.017*** —0.029** —0.040*** —0.016 —0.015*"* —0.014***
(0.004) (0.003) (0.012) (0.009) (0.010) (0.005)  (0.003)
Const. 19.497*** 19.307*** 85.703** 89.298*** —19.083 —36.089*** —0.329 —5.294**
(2.613) (2.270) (37.740) (27.652) (11.987) (5.169) (6.930)  (1.883)
Observations 21 21 21 21 21 21 21 21
R? 0.972 0.967 0.905 0.870 0.886 0.861 0.875 0.832

Adjusted R?  0.957 0.956 0.853 0.838 0.825 0.837 0.808 0.813

Note: *p<0.1; **p<0.05; ***p<0.01

Table 1 Linear regression models for individual countries, standard errors are in parenthesis; MILEX — military ex-
penditure, EG — economic growth, FDI — foreign direct investment, INFL — inflation, BOP — balance of payments,
POP - population, NLB — net lending/borrowing, DEBT — government debt

significant only for the pooling model. In this model, almost all variables are statistically significant, only variable
FDI is not significant. The estimated parameters in the final fixed and random models are nearly the same. We
conducted several statistical tests to decide which model is better for the description of military expenditure. The
first — the test of poolability — tests the hypothesis that the same coefficients apply to each individual (country).
The p-value of this test is 0.00029 which means, that the fixed or random effect model should be preferred to the
pooling model. Hausman test [8] offers the way how to compare fixed and random effect models. The p-value of
this test for final models is 0.49251. According to this result we favor the random effect model

MILEX = 2.458 + 0.017 - INFL 4- 0.011 - BOP — 0.037 - NLB — 0.024 - DEBT.

From the perspective of the V4 countries, military expenditure is mainly influenced by inflation, balance of pay-
ments, net lending/borrowing and government debt. The effect of inflation and balance of payments is positive
meaning that of inflation or balance of payments is increasing, military expenditure is increasing as well and vice
versa. The opposite effect can be detected for the variables net lending/borrowing and government debt.

Analysis of residuals reveals that estimated model is not able to describe behavior of military expenditure in
Slovakia for the years 1995 and 1996 satisfactorily. These values are considerably higher than other values, and
corresponding residuals are big which causes rejection of normality. If one trims these values, normality of residu-
als is not rejected by common normality tests (Shapiro-Wilk, Lilliefors, Jarque-Bera test). The question of spurious
regression is relevant in context of panel data modeling too. Firstly, we conducted unit root tests for panel data
(Levin-Lin-Chu [13] and Im, Pesaran and Shin test [10]) with the result that time series of military expenditure,
payments balance a government debt are non-stationary, inflation and net lending/borrowing are stationary. Coin-
tegration relationship can be tested by the panel cointegration tests proposed by Pedronni [18], package pco in R
software [15]. All tests reject the null hypothesis of no cointegration, which means that the system of analyzed
panel data is cointegrated.
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Dependent variable: MILEX

pooling (full) pooling FE (full) FE RE (full) RE
EG 0.034*** 0.033*** 0.014 0.014
(0.012) (0.011) (0.011) (0.011)
FDI 0.002 0.002 0.001
(0.004) (0.004) (0.004)
INFL 0.017*** 0.018*** 0.019*** 0.016*** 0.016*** 0.017***
(0.006) (0.006) (0.007) (0.006) (0.006) (0.005)
BOP 0.012** 0.011** 0.014** 0.012** 0.013** 0.011**
(0.006) (0.006) (0.005) (0.005) (0.005) (0.005)
POP 0.012*** 0.012*** —0.234 —0.047
(0.003) (0.003) (0.229) O.111)
NLB —0.055%** —0.055***  —0.039***  —0.037***  —0.040"**  —0.037***
(0.013) (0.013) (0.013) (0.012) (0.012) (0.012)
DEBT —0.014*** —0.014***  —0.024***  —0.026***  —0.024***  —0.024***
(0.002) (0.002) (0.003) (0.003) (0.003) (0.003)
Const. 1.597*** 1.602*** 3.152 2.458***
(0.123) (0.122) (2.437) (0.221)
Observations 84 84 84 84 84 84
R? 0.620 0.619 0.639 0.626 0.635 0.612
Adjusted R? 0.585 0.590 0.590 0.592 0.601 0.592
Note: *p<0.1; **p<0.05; ***p<0.01

Table 2 Panel data models — pooling, fixed effect (FE) and random effect (RE) models, standard errors are in
parenthesis; MILEX — military expenditure, EG — economic growth, FDI — foreign direct investment, INFL —
inflation, BOP — balance of payments, POP — population, NLB — net lending/borrowing, DEBT — government debt

4 Discussion

The aim of this study has been to examine the relationship between military expenditure and economic growth in
Visegrad group countries (V4) Czech Republic, Slovak Republic, Hungary and Poland. In this complex problem
we decided to focus mainly on the following variables which could determine military expenditure such as the
growth rate of GDP, population, balance of payments, inflation, foreign direct investment, government debt or net
lending/borrowing. The results of the estimated panel model show that balance of payments and inflation have
a positive impact on military expenditure, and that net lending/borrowing and government debt have a negative
impact on military expenditure. For the whole group, we find no impact of economic growth and FDI on military
expenditure.

The growth rate of GDP was chosen as an indicator of the economic growth. According to Tambudzai [20]
increasing levels of GDP causes rising of the demand of defence to protect natural and national resources. Kollias
et al. [12] used the FDI inflows to Cyprus as approximation of the safeness of national economy. Even though the
foreign direct investment was important for this study of Cyprus, in our results we did not observe any significant
influence across the whole sample. This may indicate that the use of the FDI variable is appropriate for developing
economies, see [12], [20]. The impact of military expenditures on external debt and external borrowing was
investigated by Dunne, Perlo-Freeman and Soydan [7]. The results indicate that military expenditures have positive
impact on debt for developing countries. For group of V4 we discovered reversed effects of the government debt
or net lending/borrowing on military expenditures. Net lending/borrowing had a significant negative effect on
military expenditures in the Czech Republic, Slovakia and Poland. Government debt had a significant negative
effect in the Czech Republic, Slovakia and Hungary.

The change of population can possibly affect military expenditure as a part of government expenditure. Tam-
budzai and Harris [20] saw ambiguous effects in the influence of population on military expenditure. Increasing
population is causing an added need of protection against an external threat. On the other hand, rising size of pop-
ulation might have a crowding out effect on military spending because of demanding social and health services.
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Random effect model for miliary expenditure
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Figure 1 Random effect model for military expenditure

The negative effect of population of the Czech Republic and Slovakia on military expenditures suggests that social
government expenditures are declining the military expenditures. An exactly opposite effect of population was
discovered in Hungary and Poland. The inflation is negatively significant only for the Czech Republic according
to our findings. For the rest of the countries we did not find any relevant effects.

The balance of payments was used here as an indicator of the economy’s transactions with the rest of the world.
Dunne and Nikolaidou [5] used the trade balance as one of the economic variables in their study of Greece. The
trade balance as a part of the balance of payments can be also used as an external factor of military expenditures
expressing the openness of the national economy and showing the trend of the balance of payments. Due to no
evidence of any impact of economic variables on military expenditure in Greece, Dunne and Nikolaidou did not
find any impact of trade balance on military expenditure. The balance of payments was used here as an indicator
of the economys transactions with the rest of the world. Dunne and Nikolaidou [5] used the trade balance as one
of the economic variables in their study of Greece. The trade balance as a part of the balance of payments can
be also used as an external factor of military expenditures expressing the openness of the national economy and
showing the trend of the balance of payments. Due to no evidence of any impact of economic variables on military
expenditure in Greece, Dunne and Nikolaidou did not find any impact of trade balance on military expenditure.
Our finding is that the balance of payments is having a significant and positive impact on military expenditure on
the Czech Republic, Slovak and Poland.

5 Conclusion

The contribution deals with panel data models for V4 countries with the aim to describe behavior and possible
determinants of military expenditure in these countries. Several mainly macroeconomic indicators were employed
and the model was estimated. The random effect model with four regressors (inflation, balance of payments, net
borrowing/lending and government debt) was finally used. First, the empirical results do not prove, for the observed
four countries as a whole, any impact on economic growth, FDI and the size of population on military expendi-
ture. Second, the panel data model indicates that, an increase of the balance of payments and inflation has positive
effects on military expenditures. Third, there is a negative impact of government debt and net lending/borrowing
on military expenditures for V4 countries. The balance of payments was found to have a positive effect on military
expenditures for all examined countries expect Hungary. Military expenditures of each V4 country are positively
influencing the balance of payments. The empirical results suggested that military expenditures are mainly influ-
enced also by inflation, government debt and net lending/borrowing for V4 countries. We have identified various
effects of other indicators on military expenditures. Inflation is significantly negative only for the Czech Republic
(no significance shown for the rest of the countries). There is a significant negative effect of the population in the
Czech Republic and Slovakia, while the effect is positive in Poland and Hungary. Government debt is significantly
negative for the Czech Republic, Slovakia and Hungary. Net lending/borrowing is significantly negative for the
Czech Republic, Slovakia and Poland.
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Does Relative Income Have an Impact on the Consumption of

Hungarian Households?
Ondfej Badura®

Abstract. This paper examines the influence of relative income on the consumption
function, particularly the issue of the precise quantification of the relationship be-
tween the marginal propensity to consume and the position of the household in the
income distribution represented just by relative income. Mainstream theory of con-
sumption, though it is aware of this effect, for its focus primarily on the aggregate
consumption, it pays virtually no attention to this. However, if it is possible to accu-
rately describe and quantify this so-called relative income effect, it will mean a rele-
vant contribution to the explanation of individual consumption patterns or consump-
tion of income categories. The aim of this work is to find and precisely quantify the
impact of relative income on the marginal propensity to consume on the example of
Hungarian households and thus to support the idea of interdependent concept of util-
ity and consumption. To achieve this goal, we use a panel regression analysis. The
results unambiguously confirm the statistical validity of the initial hypothesis, which
shows that the consumption decisions of Hungarian households are interdependent.
Moreover the more precise form of the wanted regression equation was found in es-
timation by the polynomial function.

Keywords: Relative income, marginal propensity to consume, interdependent con-
sumption, panel regression.

JEL Classification: D11, D12
AMS Classification: 62P20

1 Introduction

Household consumption, which is usually the motivation and the final goal of any economic effort, it is then
logically also the largest component of GDP and hence the most significant driving force of economic growth. It
is not surprising that the development of theory and the empirical research of consumption is then concentrated
primarily on the aggregate scale. This fact eventually resulted in a situation corresponding to the current state of
knowledge, and thus that many properties and principles of aggregate consumption function are relatively well
theoretically described and empirically tested and proved. On the other hand, of course, there are also character-
istics that are non-testable or insignificant at the aggregate level and their influence is growing more strongly, the
closer we are to the very nature of the economic microcosm. These phenomena have often been underestimated,
hidden in the shadow of macroeconomic research. One of these effects is also the decreasing value of the mar-
ginal propensity to consume across the distribution of disposable income.

The approach of lifecycle and permanent income theory, which has become a baseline model for further eco-
nomic research, it is based on strong microeconomic fundamentals, but as such it leads primarily to the con-
sumption function of aggregate and therefore hypotheses that can be tested at a macro level. Although the varia-
bility of the marginal propensity to consume across different income types of households is intuitive and self-
evident also from the perspective of LC-PIH (life cycle - permanent income hypothesis)?, for its macroeconomic
focus, this mainstream approach does not virtually deal with it. Also later concepts such as myophia and liquidity
constraints by Flavin [6] or buffer stock saving model by Carroll [4] doesn’t change anything in that direction.
The theoretical explanation of this phenomenon, which basics can be found in the work of Velben [13], can be
sought out of the mainstream theory, as shown, for example, by Ackerman [1]. The hypothesis of relative in-
come by Duessenberry [5] nowadays newly reformulated for example by Palley [12] or Alvarez-Cuadrado and
Long [2] seems to be the most ambitious one. It represents a consumer concept based on an interdependent con-
cept of utility, which principles and conclusions, if they become verified, can be a welcomed contribution and

1 V8B - Technical University of Ostrava, Department of Economics, Sokolska tfida 33, 702 00 Ostrava, Czech
Republic, e-mail: ondrej.badura@vsb.cz

2 The theoretical approach to consumption based on the original works: Modigliani and Brumberg [11] and
Friedman [7]. In addition to the element of rational expectation, we can refer to the so-called random walk model
as defined by Hall [8].
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enrichment of the current state of knowledge about the patterns of individual consumption or consumption of
income categories.

The aim of this work is to find and precisely quantify the impact of relative income on the marginal propensi-
ty to consume on the example of Hungarian households using panel regression and thus to support the idea of
interdependent concept of utility and consumption.

2 Methods and data

2.1 Methods

It is worth pointing out at this point that the main motive of this work is to prove the influence of the relative
income of households on the value of their marginal propensity to consume by formulating the particular form of
a possible functional relationship. Therefore the concept of relative income remains the key matter for us. From
the principle point of view, it is de facto an quantification and therefore the possibility of mathematical and eco-
nomic formulation of the issue of the position of the household within the distribution of disposable income.
From a definition point of view, it is the ratio of disposable income (YD) to its weighted average throughout
society, as shown in Equation 1:

YRD = 12 )
YD

Now, just the variable in the denominator has to be specified. The theoretical background, which is given us
by a reference of James Duesenberry's work, leaves us relative freedom in this area, so we need to consider the
appropriateness and the most suitable explanatory ability of the chosen definition. For the purposes of further

analysis, the variable YD was defined as the wide-weighted average of YD throughout population, where the
weights were set by the average number of household members in a given income category:

o Zn:YDi W,

YD=" —— 2)

n
W
i=1

where YD; characterizes the income of the i-th income category, w; the average number of household mem-
bers in the i-th income category and n the number of those categories. The determination of weights was the
central issue here and our definition best corresponds to the original concept and meaning of the relative income
effect.

For the attempt of expressing the particular form of predicted functional dependence we use a panel regres-
sion analysis, mainly because of the limited number of statistically measured income categories (ie a small num-
ber of observations). The form of the general equation of the wanted one-dimensional linear regression model
will depend on whether the method of fixed or random effects is used in panel regression. Which of those meth-
ods is more appropriate for our data, it will be shown by Hausman's test in later part of analysis, so it is now
necessary to consider both variants. In the case of using of fixed effects, the regression equation would be given
by:

MPC,, =@ +3-YRD, +U;, ®)

where MPC;, - the marginal propensity to consume for the i-th category at time t is expressed by the o; -level
constant for the i-th income category, the product of YRD;; - the relative disposable income for the i-th category
at the time t and of the regression coefficient B expressing the sensitivity of the marginal propensity to consume
on the relative disposable income. The variable u;, then represents the random component.

In the case of a regression estimation based on random effects, the wanted relationship would be character-
ized more simply and unambiguously in the form of:

MPC;, =a+B-YRD,, +Uu;, +¢&, (4)
where newly a represents a level constant for all categories, u;; random component between the categories
and &;; random component within the income category.

Either way, a negative value of the B coefficient is an important premise for all possible resulting panel re-
gression variants, because according to the principles of the Duesenberry’s hypothesis with the increasing rela-
tive disposable income, the marginal propensity to consume must necessarily decline.

13
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2.2 Data

The assumption of negative linear dependence of MPC on YRD will be tested here on the example of aggregate
data for the household budget situation in Hungary, that’s why all input data for this analysis were taken from
the database of Hungarian Central Statistical Office [9]. The original input data are given by the annual statistics
between 2010-2015, which are basically set into two time series, which are further divided into ten other sub-
folders. The followed 6 observations are therefore basically written in two variables:

YD - average annual nominal household disposable income per capita in HUF,
C - average annual nominal household consumption per capita in HUF.

As we can see, we work here with average data per capita. For a better demonstration of the validity of the
Duesenberry’s hypothesis, this procedure is certainly more appropriate. An important matter is also the already
mentioned secondary subdivision of basic variables. The YD and C indicators are equally divided into ten other
subfolders reflecting the income and consumption situation of each household types sorted by deciles ascending-
ly according to disposable income. We record here, as a result, 20 input time series, divided into 10 panels by the
types of income categories. The indicators directly entering the subsequent panel regression are YRD, calculated
according to formula 1 and 2 and APC expressed by:

C
APC =~ 5
D ®)

It is necessary to realize at this point that we work here with income categories (not with individual house-
holds) for which the APC value is independent of YD and in the absence of an intercept it is at every point equal
to MPC. That's why we could use this simple equivalence here, where values of MPC are substituted by the
average propensity to consume. Finally we note that the original input data in this study are given by a nominal
expression of consumption and disposable income, but due to the relative nature of the MPC and YRD indica-
tors, the undesirable effect of changes in price levels is to be completely canceled out anyway.

3 Results

First, the stationarity of the data directly entering the panel regression was tested. According to Levin-Lin-Chu
unit root test, the panels MPC and YRD are stationary, at least at 5% significance level, which we work with.
The same result in stationarity verification was also achieved by the Harris-Tzavalis test.
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Figure 1 Development of MPC across income categories Figure 2 Visual assessment of linear dependency

Figure 1 illustrates the development of the marginal propensity to consume across income categories. At first
glance, it is evident that the value of MPC isn’t constant in any of the categories and so it deflects in time. This
implies, according to the principles of the Duesenberry’s hypothesis, that the magnitude of the force of the rela-
tive income effect is not constant over time. However, a more significant fact, resulting from Figure 1, is that the
average value of MPC actually falls across income categories, as predicted by the relative income hypothesis.

Figure 2 then serves as a preliminary visual assessment of predicted dependence. There is evident, at first
sight that the relationship of MPC and YRD is not entirely linear in its foundations, but it is rather convex in its
characteristics. Figure 2 thus predicts that linear function would probably not be a suitable approximation tool in
this case, and alternative estimates using higher degree polynomial functions could be a significant benefit for
the explanatory ability of the model.

Before it can be proceeded to the final estimation of the regression parameters of the wanted dependence, it
is necessary to determine whether it should be used the method of fixed or random effects, in other words,
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whether there are differences between the categories so significant, that they should be captured in a separate
level constant for each category. This dilemma is unambiguously judged by the Hausman test and its very low
value of calculated statistics H = 0.03, which indicates that a suitable panel regression here is the method of
random effects at virtually any level of significance. In this case, it is also worthwhile checking whether there is
at least a statistically significant variance between the categories, in other words whether it is necessary to use
panel regression or just simple OLS. Solving of this problem is offered by Breusch-Pagan LM test with a value
of test statistic 99.7, which means that our data show a panel effect — ie a non-zero variance between the entities.

Number of observation 60
r 12.68
P-value 0.0004
R?within categories 0.0295
R? between categories  0.7054
R? overall 0.67

Table 1 Final estimation of linear function according to equation 4, part 1

MPC Coefficient Robust standard error z P-value

YRD -0.1937 0.0544 -3.56 0.000
a 1.1169 0.0808 13.82 0.000

Table 2 Final estimation of linear function according to equation 4, part 2

The results of the final panel regression using random effects are summarized in Tables 1 and 2. In this final
estimation of the desired functional pattern, a robust method of estimating the standard error through the White
estimator was used, thus the model was treated against possible autocorrelation and heteroskedasticity. There is
an important finding of relatively high value of R?, which indicates that 67% of the variability of MPC was ex-
plained by YRD, where this result was mainly achieved by the effect of the relative income between the catego-
ries. This is entirely in line with the initial premise, since “keeping up with the Joneses” effect should be seen
primarily in comparing different income categories, not so much within one category. Either way, a relatively
high value of R? (relatively to the use of only one explanatory variable) thus only confirms the validity of the
initial assumption about the influence of relative disposable income on the marginal propensity to consume. The
model itself is no doubt statistically significant as well as its regression coefficient. The wanted regression coef-
ficient B achieves a negative value (as we expected) that can not be affected nor by its standard deviation. The
resulting model therefore corresponds to the underlying economic theory and predicts that for the income catego-
ries of Hungarian households it applies, that the change in the relative disposable income by 0.1 also changes the
value of the marginal propensity to consume by about 0.02 in the opposite direction.

We have found a possible particular form of the relationship between MPC and YRD. Now we have just left
to verify that the linear function is indeed a suitable approximation of the observed dependence. Figure 2 already
indicates that the dependence between MPC and YRD doesn’t seem to be much linear. But let’s not just rely on
the visual assessment and let’s try to estimate the relationship by more complex equation. For this purpose we
use higher polynomial functions from 2 to 7 degrees, which allow for diverse variations of the regression curve
and at the same time they remain linear in their estimated parameters.

Polynomial degree R?overall %’ statistics P-value Number of significant p coefficients

1 0.67 20.96 0.0000 1
2 0.8034 41.01 0.0000 2
3 0.9135 157.79 0.0000 3
4 0.9431 911.05 0.0000 4
5 0.9549 1143.4 0.0000 5
6 0.9552 1129.15 0.0000 2
7 0.9549 - - 3

Table 3 Estimates of polynomial functions (basic, non-robust estimates)
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Table 3 summarizes the most important characteristics of the models estimated by the polynomial functions
from the first to the seventh degree, where the first degree polynomial is de facto the originally used simple line-
ar function and serves for comparison of obtained results. In all cases, the random effect method was used. How-
ever, it should be emphasized at this point that the individual regression parameters of the polynomial higher
than the first degree lose their economic interpretation, so Table 3 does not deal with them and their signs and
magnitudes will not be discussed anymore. Apart from the fact that all estimated models are no doubt statistical-
ly significant, we are most interested in the value of the coefficient of determination, respectively in its change.
As we can see, this increase is quite considerable. Highest values of R? is reached by the polynomial of the 6th
degree, which also means an increase of the explained variability of MPC by 28.52 percentage points compared
to the initial model. While the complexity of the approximation function has increased considerably, the very
high value of the resulting R? should be sufficient compensation in this case. Economically speaking, the yields
stemming from the significantly higher explanatory ability of the model are probably higher than the costs asso-
ciated with breaking the simplicity and elegance of a simple linear function. The number of statistically signifi-
cant coefficients in estimation can also be used as another tool for decision-making. We can see that, until the
polynomial of the 5th degree, their number grow equivalently to the polynomial degree, but subsequently their
number decreased rapidly. This means that, the explained variability of the polynomials of 6th and 7th degree, is
achieved also through some coefficients, which will probably not be part of the resulting regression equation, so
the actual R? of that models can be expected to be slightly smaller. And since the increase of the coefficient of
determination in the 6th degree polynomial is very small compared to the previous polynomial estimate and in
the case of 7th polynomial the change of R? is even negative, it is possible to refer to the 5th degree polynomial
with the full number of statistically significant coefficients as the most appropriate approximation equation as
shown in Table 4 for the final robust estimation.

MPC Coefficient Robust standard error z P-value

YRD -4.9114 0.3352 -14.65 0.000
YRD?  6.5087 0.5635 11.55  0.000
YRD® -4.1588 0.4131 -10.07 0.000
YRD*  1.2565 0.1367 9.19  0.000
YRD®  -0.1446 0.0167 -8.64 0.000

o 2.3184 0.0642 36.12  0.000

Table 4 Final estimation of the 5th degree polynomial

Finally, we emphasize that result of Hausman's test has significantly influenced the prediction ability of the
resulting model. The resulting use of the random effect method means that the regression relationship between
MPC and YRD can be expressed generally and elegantly in one single equation, and it doesn’t depend on the
type of income category or the time we consider. This fact on the other hand has been redeemed by a more com-
plicated interpretation of the coefficient B, which now includes both an inter-category effect and the effects
viewed within a single entity. However, as already mentioned above, the interpretation of regression coefficients
has been complicated much more by the resulting use of the polynomial function, therefore the above-mentioned
problem is de facto no longer a problem any more.

4 Conclusion

The primary motive of this work was to find and prove the influence of relative (disposable) income on the value
of marginal propensity to consume. In order to achieve this objective, the panel regression was used on the data
on the budgetary situation of income categories in Hungary. However, the problem of the actual definition of
relative disposable income had to be resolved first. As shown by the previous paragraphs, this goal has been
actually met. Now it is no longer a matter of dispute that changes in marginal propensity to consume can be
explained by relative income, which also confirms the validity of “keeping up with the Joneses” effect, at least
for the case of Hungarian households. And as it is indicated by relatively high value of the R? and the statistically
significant regression coefficient of the relative income (when approximated by the linear function), this finding
could significantly contribute to our knowledge of consumption behavior of different income groups.

Although the simple linear function estimation is sufficient proof of the effect of relative income on the mar-
ginal propensity to consume, one of the above-mentioned goals was to approximate this relationship as accurate-
ly as possible. Eventually the fifth degree polynomial regression was found to be the most appropriate descrip-
tion of observed causality, which means that the individual regression coefficients de facto lost their economic
interpretation, but the predictive ability of the model as a whole thus became significantly stronger. In other
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words, although this polynomial relationship is less economically graspable, it much better and accurately de-
scribes the real state of economic reality. In this context, it is advisable to compare the results achieved with the
study of Badura [3] which, on data from the Czech Republic, concludes that the relationship of MPC and YRD is
on one hand dependent on the considered category and even on the exact year, but also its most acquire form
would be still purely linear. Therefore, it is clear that the particular form of the relationship between the marginal
propensity to consume and relative income is not a matter of generally validity and it probably depends on the
national specifics of the given economy. And because the exact form of this relationship is a matter of crucial
importance for the effectiveness of economic policy, the quest for its quantification in other various economic
environments remains an important motive for extending of this work.

In conclusion it is worthwhile to note that influence of relative income hypothesis is actually much higher
that it is commonly understood, as shown for example by Mason [10]. It has many implications and can help to
describe the demand formation more appropriately in many ways. But the most important contribution of Duese-
berry’s work is deeper understanding of income effect itself. So in the final lines we want to emphasize that the
mainstream microeconomics distinguishes only between income and substitution effect. Duesenberry’s theory,
as well as the conclusions of this study require to add further subdivision and so to distinguish between income
effect of absolute (directly influencing the level consumption) and relative (indirectly influencing the level con-
sumption through MPC).
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TOPSI Swith Generalized Distance Measure GDM in
Assessing Poverty and Social Exclusion at Regional Level

in Visegrad Countries
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Abstract. Decreasing poverty and social exclusion is treatedne of the most im-
portant aims of Europe 2020 plan, which is suppbhkig EU funds and national fi-
nancing by EU members. Thus, it should be congtantinitored with application
of quantitative methods. The problem of povertgasnmonly treated as a multivari-
ate phenomenon, characterized with significantorai diversity. As a result, in the
research TOPSIS method was used. The analysis oves fdr Poland, Czech Re-
public, Slovakia and Hungary at regional level (\&JT) with application of Euro-
stat data for the years 2011 and 2015. In TOPSIBadea choice of metric used for
calculation the distance of objects from positind aegative ideas solutions is a key
problem. Generalized distance measure GDM is aienethich can be applied for
variables measured on the ratio scale, intervdéstize ordinal scale or the nominal
scale. Therefore, it makes the metric universakfmnomic research based on vari-
ables measured in different scales. From methodmbperspective, the article pre-
sents applicability of the measure GDM in TOPSIShod. The conducted research
confirms significant diversity between the analyzegions.

Keywords. poverty, social exclusion, multiple criteria déois analysis (MCDA),
TOSPIS, general distance measure GDM.

JEL Classification: C38, 132
AM S Classification:90B50, 90C29

1 Introduction

The problem of poverty and social exclusion hasmtieethe spotlight of the European authorities l&st dec-
ades. After the global financial crisis limitingetliange of poverty has been declared as one dcithe of Eu-
rope 2020 plan [8], which is supported by the Eampstructural funds and national financing byEhemem-
bers. Obtaining this objective is crucial for binlgl conditions for sustainable growth and quickecis-
economic convergence with developed economiesl[2,733, 34, 22, 16], and improving macroeconoabist
ity [10]. Thus, the aim of the research is to qifgrithe phenomenon of poverty and social exclusmmVise-
grad countries at regional level(NUTS 1) in therge2011-2015.

Most of subjects of economic research should beidered as multidimensional phenomena characterized
with many aspects [13, 21]. For each aspect afstiagnostic variables can be selected, which atarize the
aspect and enable its proper description and dicatitbn. In that case, a taxonomic measure of bgveent
(TMD) can be used, as the TMD can enable to taleedncount the influence of all determinants oféhenom-
ic phenomenon under investigation and allows fayathetic assessment of its level [18, 12; 30]. ThtRa
synthetic variable is a commonly used tool in eeoigaresearch, allowing to describe and analyzevéngbility
of complex multidimensional economic phenomenaasskss their changes over time [11; 7, 28; 25386,

In this context, the poverty and social exclusisrireated as a multivariate phenomenon, which ghbell
analyzed with application of multiple criteria dgioin analysis (MCDA) tools. In this case TOSPIShodtwas
applied in order to obtain TMR of the phenomenaontHe method a choice of metric applied to calohaof
the distance of objects from positive and negatieas solutions is a crucial factor. In the curmasearch gen-
eralized distance measure GDM is used, as thearetn be applied for variables measured on a satite, an
interval scale, an ordinal scale or a nominal scaea result, from methodological perspective, dbgective of
the article is to present applicability of the mgasGDM in TOPSIS method.

! Nicolaus Copernicus University, Department of Emoits,ul. Gagarina 13a, 87-100 TaruwPoland, e-mail:
adam.balcerzak@umk.pl.

2 Nicolaus Copernicus University, Department of Emmetrics and Statistics, ul. Gagarina 13a, 87-16
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2 Methodology and data

To determine TMD values TOPSIS method is most comynased [2, 4, 5, 6 14, 19, 29]. The procedure of
TMD assessing is based on the the comparison etctsbio the pattern and anti-paten of developmerthe
case of TOPSIS usually called as positive or negatleal solutions. The values of TMD measured WiP-
SIS method are normalized and range from zero ity.ufhe high values of the TMD indicate high lel
development of the investigated phenomenon foisdtected object. In order to compare the objectls pasi-
tive and negative ideal solutions, the distanageigrmined based on a given metric. The choickehietric is
of crucial importance and it should be primarilypdadent on the type of data held. The metric thathe used
for variables from any measurement scale is themdined distance measure GDM proposed by Wal¢3Ek
This metric can be used in the case of variablessared on the ratio scale, interval scale, ordinale or nomi-
nal scale [see 20, 36, 37].
The procedure of assessing TMD with applicatiomOPSIS based on Generalized Distance Measure GDM
can describe in the following steps [37]:
1. The choice of diagnostic variabls(j=1,2,..n), which describe a given economic phenomenon.
2. Establishing the set of economic obje&dtgi=1,2,...m), for which the value of the TMD will be determihe
3. Determining the nature of diagnostic variabkgsr(ulants or dis-stimulants).
4. Normalisation of the diagnostic variables, assallt a set of variablegis obtained.
5. Establishing for diagnostic variables (stimurositive ideal solutio®; and negative ideal solutiohP,,
which is given with equation 1. In the case of glisaulants the equations are applied the other nwapd. For
dynamic research the values of positive and negjatigal solutions should be constant for the witiohespan
of the research. This enables comparability offésearch in different periods t.
Pj = maxz; AP = min zZ;
it ’ it . (1)

6. Assessing the values BMD; with equation 2:

GDM/!
TMD, =1- , 2
" GDMAP+GDMP @)

Where GDM is a distance of the object form the positive idedution, andGDM /¥ is a distance of the

object from negative ideal solution. Generalizestatice measure GDM is given with equations 3 afsdd 36,
371

Z( it ij )( —Zy )+ Z Z (Zijt ~ Z )(ij ~ Z )
i=L j=1 1=
1 i
GDM{zE— s — 3)
m n m n 2
PIVCEES LI
j=1 1=1 j=11=1
Z (Zijt )(AR(J let ) + Z Z (Zut let )(AR(j - let )
j=1 j=1 1=1
1 .
GDM" =~ - L i , (@)
2
{Z Z (let - let ) @Z (A let :|
=1 1=1 =1 1=1
wherei,l =1,...,n —number of the objeck — number of pattern of development and anti-pattérdevelop-

ment, j =1,...,m — number of variable,

In the research the problem of poverty and socielusion in Visegrad countries at regional level N&J1
was the subject of investigation. The phenomendheagesult of influence of many regional factausts as the
situation on the local labour markets [24, 32,}iats of local authorities and quality of public\gees support-
ing sustainability of economy [1, 3, 15, 31] antes. These factors justify application of TOPSI&hnd for
its measurement. Based on the aim of the artiale deagnostic variables, which are suggested byp#&at. The
variables are given in table 1. The data was doaddd from Eurostat service:
http://ec.europa.eu/eurostat/data/database
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Economic development

X1 — At-risk-of-poverty rate (Percentage of total plapion) stimulant

X,— People living in households with very low woritensity (Percentage of total population agstimulant
less than 60)

X3— Severe material deprivation rate (Percentagetaf population) stimulant

X,— People living in households with very low workensity (Percentage of total population) ~ Stimulant

Table 1 Diagnostic variables

3 Reaultsand discussion

According to the presented procedure of TMD meanard, after the choice of diagnostic variablespradiza-
tion of the variables was performed. Zero-unitaitra method was used for this purpose [9, 23]. Tiencon-
stant positive and negative ideal solutions fohbaars of the research and the distances of tleetslform the
positive and negative ideal solutions were asse$3adlly, the TMD for the year 2011 and 2015 hasrbcal-
culated according to formula 2.

The obtained values of TMD enabled to propose rankif regions, starting with the once with the Igtve
level of poverty and social exclusion. The resfdtsthe years 2011 and 2015 are given in tabledtlitonally,
with application of natural breaks method the ragiavere grouped into three classes. In the cldke tegions
with the highest level of poverty and social exmascan be found. In the class 2 the regions wittrage level
of the phenomenon are grouped. In the class 3 tHrer¢he regions with the lowest level of povemy &ocial
exclusion. The final results of classification gieen in table 2 and figure 1.

. 2011 2015
Region TMD Class Rank TMD Class Rank Change
Czech Republic 0,087 3 1 0,100 3 1 13,93%
Slovakia 0,243 3 2 0,241 2 2 -0,64%
Poland: Region Poludniowy 0,316 2 4 0,290 2 3 B23
Poland: Region Centralny 0,294 2 3 0,292 2 4 -0,65%
Poland: Region Poludniowo-Zachodni0,409 2 8 0,316 2 5 -22,63%
Poland: Region Pélnocno-Zachodni 0,395 2 6 0,398 2 6 0,79%
Poland: Region Pélnocny 0,391 2 5 0,493 1 7 26,28%
Hungary: Dunantul 0,538 1 9 0,516 1 8 -4,13%
Poland: Region Wschodni 0,572 1 10 0,518 1 9 -9,51%
Hungary: K6zép-Magyarorszag 0,398 2 7 0,525 1 10 ,813%
Hungary: AlféldésEszak 0,844 1 11 0,831 1 11 -1,53%

Table 2 Ranking and grouping of regions based on the lefspbverty and social Exclusion

In the year 2011 in the class 3 grouping the NUT8dlons with the lowest level of poverty one cofildl
Czech Republic and Slovakia. The countries areacitarized with high stability of the most importanacroe-
conomic indicators and the best labor market sanain the class 2, 5 five Polish regions and blumgarian
region Kdzép-Magyarorszag were assigned. In clagihlthe highest level of poverty and social Exdfun one
Polish region (Wschodni) and the two Hungarian orgi (K6zép-Magyarorszag and AlfoldésEszak) were
grouped. These regions are characterized with tiretwocio-economic situation in both countries.
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Poverty and Social Exclusion
(2011)

|:] class 3
|:I class 2

- class 1

Poverty and Social Exclusion
(2015)

[:] class 3
: class 2
- class 1

Figure 1 The level of Poverty and Social Exclusion in tleary2011 and 2015

Taking into account the percentage changes of Tifwéen 2011 and 2015, the relative situation ofitre
regions in this period has deteriorated. The neafioverty increased for the Czech Republic by 2%.9for
Region Pétnocno-zachodni (Poland) by 0.79%, Redriinocny (Poland) by 26.28%, and for Kdzép-
Magyarorszag (Hungary) by 31.81%. On the other hamthe case of seven regions, the situation masaved.
The values of the measure decreased for Slovak@a@:o, for Region Potudniowy (Poland) by 8.23%, tfee
Region Centralny (Poland) by 0.65%, for the Redfmhudniowo-Zachodni (Poland) by 22.63%, for Dunantu
(Hungary) by 0.13%, for Region Wschodni (PolandPtiy1% and for AlféldésEszak(Hungary) by 1.53%.

This dynamics has influenced the classificatiothefregions and their grouping in the year 2015%pite of
the negative tendency, Czech Republic was stifisifeed as the NUTS 1 region with the lowest lexfgboverty
and social Exclusion. Slovakia, was downgraded fotess 3 in 2011 to class 2 in 2015. In class & niiimber
of regions increased to five. Region Wschodni (Rd)a K6zép-Magyarorszag and AlféldésEszak (Hungary)
remained in class 1 in 2015. Region Péinocny (Rblamd Kb6zép-Magyarorszag (Hungary) were downgraded
in 2015 from class 2 to class 1. Four Polish regiiétegion Poludniowy, Region Centralny, Region Boilawo-
Zachodni, Region PéInocno-Zachodni, as in the 2641, were grouped class 2 in the year 2015.

4 Conclusions

The aim of the research was to analyze the phenmmefpoverty and social exclusion in Visegrad ddes at
regional level (NUTS 1) in the years 2011 and20lte poverty was treated as a multiple criteria pihggnon.
Thus, multiple-criteria decision analysis tool (T®IB method) was used. In comparison to the stanb@riSIS
method, in the current research generalized distamasure GDM was used for calculation the distaficd-
jects from positive and negative ideas solutionse Tesearch confirms universality of the distanaasure,
which can be used for variables measured on tle sesle, the interval scale, the ordinal scal¢hernominal
scale.

The conducted classification of the object confirsignificant diversity between the analyzed regiorise
level of poverty and social exclusion is the resifilmany factors, which from the national and regiopolicy
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perspective impede the effectiveness of potentiti@as of authorities. This can be seen in theinbthresults,
where in the years 2011-2015 one cannot see afispecidency for all the regions under researchkt the op-
posite the changes of the value of TMD for the yred regions vary from 1 to 30%. The obtained tesalso
confirm that the phenomenon is characterized wittigh degree of inertia, as the changes of theivelposi-
tions of the regions in the ranking between thdyaiea years are not big.
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Modification of EVM by scenarios
Jan Bartoska®, Tomas Subrtz, Petr Kucera®

Abstract. The paper brings a new perspective to the monitoring of actual costs for
Earned Value Management in projects. Costs in phase of implementation of the pro-
ject vary depending on the internal and external factors, which cannot be clearly
predicted in advance. In the practice of project management, actual costs (AC) are
usually not sufficiently known and so they are very often only estimated during the
project duration. For the Earned Value Management (EVM), while tracking project
progress, knowledge of the AC is crucial. Any distortion or incorrect estimate of the
AC leads to distortion of all EVM characteristics. CPI (Cost Performance Index) and
CV% (Cost Variance) within EVM describe the status and progress of the project
and demonstrate its success, are based on correct value of AC, and thus AC bias
leads to bias and distortion of any prediction of future cost development (ETC, EAC,
etc.) . Our proposal published in this paper is based on the use of optimistic, neutral
and pessimistic scenarios for the development of current costs during project imple-
mentation. Proposals of scenarios are based on mathematical model designed by au-
thors and complementing already existing models for the planned value (PV) estima-
tion within EVM (published by authors in previous papers). This article aims to pro-
vide a comprehensive proposal how to modify the EVM based on mathematical
models for AC and PV estimations.

Keywords: Project Management, Earned Value Management, Work Effort, Actual
Cost, Cone of Uncertainty, Optimistic and Neutral and Pessimistic Scenario.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Earned Value Management [15, 13 or 6] is based on comparing the Baseline and Actual plan of the project reali-
zation. Baseline and Actual plan is determined by the partial work of single resources in the particular project
activities. Baseline is always based on expected resource work contours and the impact of human agent is usual-
ly not included. The impact of human agent is usually expected only in the actual course of the project. The
versatility of the human agent in projects can be described also by the “Parkinson’s first law” [12]. It is natural
for people to distribute work effort irregularly to the whole time sequence which was determined by the deadline
of the task completion. The questions of “Parkinson’s first law” in project management are further dealt with in
e.g. [5].

Work effort of an allocated resource has very often been researched in projects from the area of information
technologies and software development, as these projects contain a high level of indefiniteness, and even com-
mon and routine tasks are unique. At the same time, it concerns the area where it is possible to find a great num-
ber of approaches to estimate how work-intensive the project will be or how long the tasks will take, and also
case studies. The proposal for mathematical apparatus for planning the course of tasks within a case study is
dealt with for instance in [11 or 1]. The authors Ozdamar and Alanya [11] propose a particular pseudo-heuristic
approach to estimate the tasks course where the indefiniteness in the project is expressed by fuzzy sets. Barry et
al. [1] concentrate on the existence and expression of the relation between project duration and total effort and in
their theoretical starting points they emphasize the dynamics of the relation between the effort and project dura-
tion when a self-strengthening loop can be expected. The work effort can be described also using system dynam-
ic models as presented e.g. in a study from project management teaching by Svirakova [14] or in a study from
project simulation model by Lacko [8]. The others who research the project complexity and work effort are for
instance Clift and Vandenbosh [4], who point out a connection between the length of life cycle and project man-
agement structure where a key factor is again a human agent.

Among properties typical for projects belongs their variability during their realization. Although there is an
effort to perform repeatedly corrections based on new budget and time term estimates during the project realiza-
tion, project managers still work with a high uncertainty rate [4, 8, 9, 10 or 13]. The uncertainty of the estimates,

! Department of Systems Engineering FEM CULS, Kamycka 129, Prague, bartoska@pef.czu.cz.
2 Department of Systems Engineering FEM CULS, Kamyck4 129, Prague, subrt@pef.czu.cz.
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i.e. their variability, decreases during the project, as proven in NASA study [10] or, as well, specified by Little
[9]. It is possible to use this decreasing variability of the budget estimates as a basis for a new modification of
EVM, in particular, the Actual Costs (AC). The aim of this paper is to modify EVM based on a proposal of the
mathematical model for Cone of Uncertainty with an extension into an optimistic, neutral and pessimistic scenar-
io of the project costs development. The paper builds on the previous authors’ works [2, 3 or 7].

2 Materials and methods

2.1 Student Syndrome phenomenon

If there is a deadline determined for the completion of a task and a resource is a human agent, the resource
makes its effort during the activity realization unevenly and with a variable intensity. Delay during activity reali-
zation with human resource participation leads to stress or to tension aimed at the resource or the tension of the
resource him/herself. The development and growth of the tension evokes the increase in the work effort of the
human agent allocated as a resource. More detailed approach can be found in [2].

2.2 Mathematical model of the Student Syndrome

Authors in previous paper [2] propose a mathematical expression of the Student Syndrome. Its brief description
follows: First, a function expressing the proper Student Syndrome denoted by ps is introduced. It has three min-
imapi(t)=0int=0,t=0.5, and t = 1; and two maxima: former one close to the begin and latter one close to the
end of the task realization. Beside this, functions denoted by p, expressing the resource allocation according to
single standard work contours of flat, back loaded, front loaded, double peak, bell and turtle are proposed. All
these functions are in the form of 4th degree polynomial. To express the strength of the Student Syndrome mani-
festation during the realization of a task the rate r of the Student Syndrome is introduced. It acquires values be-
tween 0 and 1 (r = O represents a situation when the Student Syndrome does not occur at all and the resource
keep the work contour exactly; r = 1 means that the Student Syndrome manifests in its all strength and the re-
source absolutely ignore the work contour). As a result, the resource work effort during a real task realization
can be modeled using function p = rp1+(1-r)p2. More detailed approach can be found in [2].

2.3 Modification of the Planned Value by Work Effort

The EVM extension in the form of Planned Value (PV or BCWS) parameter modification for different work
contours (turtle, bell, double peak, back loaded, front loaded, etc.) which is described below and applied in a
case study is based on previous work of the authors of this paper [2, 7].

This approach can be applied when computing the PV of an activity in the project. It is computed in the clas-
sical way using the formula:

PV = %PC . BAC @)

where %PC is the percentage of the work planned by the work calendar (planned completion percentage) and
BAC is Budget at Completion of the project. The share of the whole work effort as a part of task duration re-
quires can be calculated for a single resource as:

[ pdt =1 ()

Let there are n resources, indexed by 1, 2, ..., n, allocated at the task. Let ri, pik, pak denotes r, p1, p2 for k-th
resource. Then the PV can be calculated (where t is a time moment in the project):

PV, — (2 [Cepu®+@-r) p2k(t))dtj- BAC 3)

k=1 o

The resource work effort affects the growth of PV. It is not possible to expect uniform increase of PV in gen-
eral and in case of all project tasks. In case of changing PV, EVM may provide fundamentally different results
for the assessment of the state and development of the project.
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2.4 Linear and Non-Linear PV

The work [3] discusses an application of a newly proposed PV (BCWS) calculation for monitoring the project
duration within EVM. As the case study in [3] shows, as far as the task nature (work contour) and the human
resource impact (Student Syndrome phenomenon) is comprised, the planned course of work effort (Non-Linear
PV) may significantly differ from the commonly expected one (Linear PV). A possible decline or increase of
resources work effort, which is not evident in case of the uniform work plan with uniform work effort, may man-
ifest itself in an irregular increase or decrease of the Earned Value. This may result in malfunctioning EVM and
project failure. For more details see previous paper [3].

100 -
= === |inear PV

80 4

Non-Linear PV

60 - = . == Difference

40

20 o

0 -

-1 pry S +
123456 7 8 9101112131415 16 17 18 19 20 21 22 73 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

-20 -

Figure 1 Case Study — difference between Linear and Non-Linear BCWS [3]

The difference in course between the Linear and Non-Linear PV leads within EVM to different conclusions
in the assessment of the project status and development [3]. Overmuch positive or negative project assessment
may result in uneconomic decisions with fatal consequences. With the inclusion of the human factor impact and
various work contours and the derivation of the Non-Linear PV it is possible to obtain a much more accurate
(though possibly less pleasant) illustration of the project.

2.5 Cone of Uncertainty

The Cone of Uncertainty (CU) is a phenomenon proven in NASA studies [10] and often cited in professional
literature, e.g. by Little [9]. CU manifests itself in projects during their realization in the form of decreasing
budget and time estimates.
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0,4x
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0,285 x Approved
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Requirements
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Figure 2 Cone of Uncertainty with milestones (m;) [10 or 9]

In case of the budget we can expect up to four times bigger estimate inaccuracy at the beginning of the pro-
ject, in case of the time terms up to two times bigger estimate inaccuracy [10]. For the purposes of this paper we
will focus on the estimate variability for the project budget.

3 Results and Discussion

First, to enable to propose an extension of the new approach to EVM according to [2, 3 or 7], it is necessary to
propose a mathematical model for CU. Subsequently, the newly proposed model for CU will be applied to create
an optimistic, neutral and pessimistic scenario of the Actual Costs (AC) development.
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3.1 Mathematical model of Cone of Uncertainty

The form and course of CU can be expressed in the form of the following mathematical model:
c; =1+3e D 4

where t is the serial number of the current day (month) of the project duration and T is the total number of the
days (months) of the project duration.

Formula (4) enables to quantify the optimistic estimate deviation in any time moment during the project, i.e.
it explains decreasing and thus improving variability of costs expended within the project. This mathematical
model can be modified for pessimistic estimate development in the CU form in the following way:

¢ =(4-3""")/4 (5)

Variability (c?,) Variability (c?,)

08 -
06 -
04 -
02 -

Time (t/T) Time (t/T)

0 0,2 0,4 0,6 0,8 1 0 0,2 0,4 0,6 0,8 1

Figure 3 Optimistic development (cl;) — estimates get Figure 4 Pessimistic development (c?) — estimates
better worsen

3.2 Optimistic, neutral and pessimistic scenario in projects

Budget spending scenario may be optimistic, neutral or pessimistic. The costs currently spent are not always
during the project realization sufficiently known, and, to capture the state and development of the project, even
in the short term, it is necessary to perform an approximate estimation of the actually spent costs based on
planned course of work. In case of the optimistic scenario, AC may be at the beginning of the project higher than
the reality and during the project they may decrease, get better — the project management is pleasantly surprised.
In case of the pessimistic scenario, it is possible to assume the contrary, a low cost estimation at the beginning
and high to the end of the project realization — the project management is surprised unpleasantly. The neutral
scenario may be expressed by the balanced weighted sum of the optimistic and pessimistic scenario. To express
mathematically all the scenarios, we can apply the mathematical model for CU (formulas (4) and (5)) extended
by an optimistic index form the interval <0, 1>:

YAC! =i.PV,/cl +(@1-i).PV,/c? (6)

In formula (6) we propose the calculation of AC based on a possible scenario and including CU impact. In
the same time, the relation between estimation variability in time (c'; or ¢%) and the planned work course (PV,) is
given in the form of ratio. As a result, we obtain an estimation of actual costs including uncertainty.

3.3 Case Study

The application of proposals (4), (5) a (6) can be demonstrated on the case study from the previous work [3]. The
original case was extended by AC calculations for optimistic (i = 0.9), neutral (i = 0.5) and pessimistic (i =0.1)
scenario including Measured AC:
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Measured AC
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Figure 5 Case Study — AC calculation for single AC scenarios

The considered extension of the case from [3] can be expanded by the calculation of the Estimate at Comple-
tion (EAC), i.e. by the calculation of the estimate of costs for the project completion. Again, all the outlined
scenarios are applied:

250 -
EAC with measured AC
200 { = .+ = EAC with pesimistic AC (i=0.1)
Y e EAC with neutral AC (i=0.5)
150 - .~ - = === EAC with optimistic AC (i=0.9)
T=—— _
L TT T Tt -
—A .............. P P e T T Y S S PP P T T P P PN
U Y btk Ll
0 . Tlmel(t)
1 6 11 16 21 26

Figure 6 Case Study — Calculation of the costs estimate for the project completion (EAC) according to the single
AC scenarios

From Figures 5 and 6 it is obvious that the neutral scenario, given by the balanced weighted sum of the opti-
mistic and pessimistic development of AC estimates according to CU approaches to actual, later found out,
Measured AC. Whereas the model for the optimistic and pessimistic scenario marks out borders for possible
estimates of spending the budget — the variability and the impact of uncertainty in the estimates is apparent.

Moreover, as long as we involve the fact that all the applied models also express (mathematically implicitly
include) the human factor impact (in the form of the Student Syndrome phenomenon and Parkinson's project
law, see previous authors’ works [2, 3 and 7]), the resulting EMV modification affects in a complex way the
uncertainty of projects, and, beside this, in a new unique manner.

4 Conclusion

The paper quantifies in an original way the CU phenomenon and concludes an extensive and complex modifica-
tion of EVM for project management — the paper thus builds on previous works [2, 3 or 7]. A part of the paper is
a proper proposal of mathematical models for CU and its application in the calculation of partial AC values dur-
ing the project realization. Beside this, mathematical models are used to propose the optimistic, neutral and pes-
simistic scenario of the project costs development. In the case study in which we continue from the previous
paper [3] we present single scenario courses and face them up to actually found out costs. It is obvious from the
paper results that it is possible, based on the mathematical model for CU, to model borders for estimates of costs
expended within the project. This particular benefit can be utilized in the eventual practice, especially in case
that a moment without any unequivocal possibility to trace or verify the Actual Costs happens in a project and it
is a need to estimate the spent budget based on the planned work of resources.

The mathematical model proposals in the paper complete and conclude the EVM modification proposed in
authors’ works [2, 3 or 7]. All three fundamental input parameters (PV, EV, AC) are thus modified into the form
of proper mathematical models including either the human factor impact (Student Syndrome phenomenon, Park-
inson's first law) or uncertainty impact (CU). As a result, the development of the project, its costs and extent
fulfillment, can be modeled in the closest connection to the real environment of organizations.
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DEA Models in Evaluation of Factors of Temporary Absence
from Work in the Czech Republic

Markéta Barttiikova!, Jan Ohm?, Jiff Rozkovec?

Abstract. The length of temporary absence from work is a variable which depends
on many factors. Just as the absence itself. From another point of view it has an
impact on economics, public health care etc. The Czech Republic although it is not
a large country shows significant differencies among regions concerning the working
incapability. In connection with that this paper focuses on economic, ecological and
demographical factors and via models of data envelopment analysis (DEA) compares
Czech regions from this point of view. The first part of the paper analysis the correla-
tions of selected variables. The next part describes the research methodology. BCC-I
and BCC-O models were used with regard to the involved factors. The final part in-
cludes the summary of evaluated efficiencies and comparison of the regions. All the
data was provided by the Institute of Health Information and Statistics of the Czech
Republic and the Czech Statistical Office.

Keywords: temporary absence from work, data envelopment analysis, linear models,
working incapability.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Incapacity for work is one of the social risks which accompanies society from the beginning of modern era (and
had existed definitely also in traditional society although it had not been qualified as social). Thus many authors
(e.g. Esping-Andersen, Bonoli, etc. - see [2], [4]) consider this risk as the old social risk. At the beginnings of
social security system governments struggled especially with working incapability. The first complex solution of
this risk was established in Germany where several law acts were introduced between 1883 and 1889. Before
this reform the “occupational accident law” had been accepted in 1871. In present days is common that work
absenteeism is covered by insurance or tax scheme and the risk costs are in a certain way diversified among
government, employer and employee. The legitimate question is how much and on which factors temporary work
absence depends. Definitely, there is also a reverse macroeconomic impact of work incapacity on GDP and other
economic indicators.

This paper deals with a comparison of regions of the Czech Republic (follows as CR) from the point of view
of a temporary absence from work. In CRthere is about 66 % of population between 15-64 years, i. e. people with
economic activity. During period 2010-2015 more than 8 milions records of temporary absence from work was
registered where its average length by regions varies from 22 to 60 days, it means from 1 to 3 months. Such a long
absence has a negative economic impact on public health care expenses, GDP etc. To reduce such unfavourable
effects the state invests, for instance, to medical devices or to the protection of environment. Here we try to evaluate
and compare the efficiency of such investments in Czech regions in connection with a differencies in economic
and demographical development etc.

2 Methodology

For the evaluation of efficiency we use the data envelopment analysis (DEA), specifically BCC-I (input-oriented)
and BCC-O (output-oriented) models (see [3], [5]). As the inputs we used:

e number of medical devices (as NMD),
e volume of investments into environment (as I1E).

The outputs are:

"Technical University of Liberec, Faculty of Economics, department of economic statistics, Voronezska 13, 46001
LIBEREC, marketa.bartunkova@tul.cz

2Technical University of Liberec, Faculty of Economics, department of economic statistics, Voronezska 13, 46001
LIBEREC, jan.ohm@tul.cz

3Technical University of Liberec, Faculty of Economics, department of economic statistics, Voronezska 13, 46001
LIBEREC, jiri.rozkovec @tul.cz
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GDP per capita,
life expectancy (as LE),
proportion of time of presence in the work as a complement of absence from the work (as TP).

The first step is not the evaluation of efficiency, but a correlation analysis of used inputs and outputs. Because
DEA models mentioned above are linear, it is necessary to test the correlation of selected inputs, outputs respec-
tively, to eliminate dependent variables from the models (more in [6], [7]). Then the DEA models will be used for
evaluation of efficiency using Solver in MS Excel 2007.

Remark 1. For simplification there are further used letters instead of long names of Czech regions. The letters
correspond to the car registrations in CR- see Table 1.

Region Praha Jihomoravsky JihoCesky  Pardubicky Kralovehradecky
Letter A B C E H
Region | Vysocina Karlovarsky Liberecky = Olomoucky Plzenisky
Letter J K L M P
Region | Stiedotesky Moravskoslezsky  Ustecky Zlinsky

Letter S T 8] zZ

Table 1 Symbols of Czech Regions

2.1 Correlation of Variables

The test of correlation coefficient we can find for instance in [1]. Here just let us denote that we check the
correlation of all pairs of outputs for all 14 regions in every year from 2010-2015 (there are three pairs, if there are
three outputs) and in the same way all pairs of inputs (this is only one, if we have only two inputs) - see Section 2.
All statistical calculations were done in STATGRAPHICS Centurion XVII at significance level o = 0, 05.

Year | (GDP,LE) r~(GDP,TP) r(LE, TP)
2010 0,498 -0,048 -0,030
2011 0,478 -0,056 0,109
2012 0,471 -0,005 0,041
2013 0,564 0,035 0,113
2014 0,501 0,116 -0,001
2015 0,500 0,216 0,017

Table 2 Outputs Correlation

From the test statistic v
A C.00 O B SO 1)
V1-r3(X)Y)

and the rejection area W = {T": |T| > ti—a(n— 2)} for n = 14 we get that the null hypothesis of independence
for a particular pair of outputs is accepted when |r(X,Y")| < 0,57. So for all tested pairs this hypothesis was
accepted, i. e. they are independent and all tested pairs of outputs can be used in the model together.

Year 2010 2011 2012 2013 2014 2015
r(NMD, IIE) | 0,851 0,812 0,893 0,841 0,841 0,757

Table 3 Inputs Correlation

Contrary the inputs are strongly correlated according the results in Table 3 as the correlations are greater than
0,57. Therefore it is necessary to reduce their number and for the DEA models choose just one of them. In this
paper we decided to use only number of medical devices (NMD) as the input. All the data used in this paper
was provided by the Institute of Health Information and Statistics of the Czech Republic and the Czech Statistical
Office.

31



Mathematical Methods in Economics 2017

2.2 DEA models

For the evaluation of efficiency we chose BCC model created by Banker, Charnes and Cooper in 1984. As usual the
inputs are denoted as matrix X, x,,” = 1,n = 14, outputs as matrix Ysx,,s = 3,n = 14. The output-oriented

model BCC-O looks like this:

=

n(ns,\) = Maznp

subject to

XX < @
neYr — YA <@
e&x=1
X>4

The intput-oriented model BCC-I:
9(9}3, )\) = Min 93

subject to

Opi, — XX <&
YX <7,
Zx=1

X>a

2)

3)

These models are the first phase of optimization. For each decision making unit U,., i. e. r*" region, we get

N5, 0% respectively. Then the following models are being solved:

BCC-O Model
wX, 54,5) = Minél 5, + 5
subject to
5 =4 — X\
5y = YX- N5Yr
é&x=1
§p>0
5.>0
X>d
BCC-I Model
w(X,54,5) = Mazé’'5, +é'5_
subject to

Fo=YX—7,

&x=1

5. >0
5>
X>3
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where e, = (1,1,...,1) e R%, €. = (1,1,...,1) e R", &, = (1,1,...,1) € R” respectively. Vectors §; and §_
are slacks of outputs or surpluses of inputs. The optimal solution then involves (65, A*, 5% ,5% ). If = 1 and
5% = 0 and 5% = 0, then the decision making unit is BCC-efficient. Otherwise it is unefficient.

3 Results

In this section there are efficiencies evaluated by the both models for all regions for years 2010-2015. Table 4
contains results of output-oriented model BCC-O. There are only values of n*, not vectors X*, 5% ,5* found in
second phase of optimization. In the same way there are in Table 5 presented results of input-oriented model
BBC-I. On the last rows of the both tables there is a number of efficient regions in particular year.

BCC-0O Model

Overall the regions have very high efficiency. During the whole period 4 of 14 regions were efficient (A, J, K, P).
Three regions were mostly efficient (E, H, L) and the rest was unefficient.

n* 2010 2011 2012 2013 2014 2015
A 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
B 0,9930 1,0000 0,9941 09925 0,9847 0,9869
C 0,9922  0,9932 0,9929 0,9900 0,9874 0,9867
E 1,0000 1,0000 0,9932 11,0000 0,9971 1,0000
H 0,9980 1,0000 1,0000 1,0000 1,0000 0,9980
J 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
K 1,0000 11,0000 1,0000 1,0000 1,0000 1,0000
L 1,0000 1,0000 0,9995 0,9947 1,0000 1,0000
M 0,9848 0,9909 0,9860 09831 0,9858 0,9866
P 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
S 0,9848 10,9889 09872 09851 0,9853 0,9883
T 0,9691 0,9787 0,9660 09676 0,9692 0,9703
U 1,0000 0,9723 09666 09674 0,9688 0,9897
z 0,9863 0,9989 0,9899 0,9898 09852 0,9872
Eff. reg. 7 8 5 6 6 6

Table 4 Efficiency BCC-O

BCC-1I Model

Using BCC-I model efficiencies have much more higher variability. Only four regions were efficient all the time
(A, J, K, P). Mostly are efficient again two regions (H, L), the others are unefficient.

4 Conclusion

To sum up achieved results we can say that:

e BCC-0 model produced results with a very low variability. Its efficiencies have very small range (difference
between the maximum and minimum), the minimum is always greater than 0,96. So no big change of outputs is
necessary to push unefficient units to the efficient frontier. In Figure 1 there are time series of efficiencies given
by BBC-O model. Everywhere there is a constant trend, except of region C (JihoCesky), where the efficiency
is decreasing.

e BCC-I model provided much more heterogeneous results. The range is greater than 0,61. The only one input
was a number of medical devices in the researched regions. Concerning the trends in BCC-I model they are
identical like for previous model - see Figure 2. Only region C has a decreasing trend, the others are constant.

e The number of efficient regions is nearly identical for both models in the researched years (see last rows in
Table 4 and Table 5) and it can be considered as a constant equal to 7, i. e. 50 % of regions (7 of 14) is efficient.

This paper is a first part of a big research of temporary absence from work which started this year at our
department. Our results confirmed conclusions that have been known from former findings of the Institute of
Health Information and Statistics of the Czech Republic. However, the work is going on with further inputs and
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2010

2011

2012

2013

2014

2015

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

0,5780

1,0000

0,5809

0,5860

0,5613

0,5825

0,7507

0,7305

0,7393

0,7076

0,6245

0,6498

1,0000

1,0000

0,8191

1,0000

0,8887

1,0000

0,8705

1,0000

1,0000

1,0000

0,8925

0,9279

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

0,9959

0,9485

1,0000

1,0000

0,5116

0,5482

0,5387

0,5259

0,5651

0,5173

1,0000

1,0000

1,0000

1,0000

1,0000

1,0000

0,5182

0,5468

0,5540

0,5262

0,4942

0,5136

0,3794

0,3827

0,3844

0,3515

0,3663

0,3649

0,6687

0,5948

0,6074

0,5980

0,5998

0,5952

NP w9 2R~ Tomalw >

0,6596

0,7308

0,6384

0,6513

0,6919

0,7088

Eff. reg.

6

8

5

6

5

6

Table 5 Efficiency BCC-I

Figure 1 Efficiencies - BCC-O model
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Figure 2 Efficiencies - BCC-I model

outputs and models of DEA.
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Generalized form of harmonic mean in choosing the optimal

value of smoothing parameter in kernel density estimation
Aleksandra Baszczyﬁska1

Abstract. The harmonic mean is one of the Pythagorean means and in particular can
be expressed as the reciprocal of the arthimetic mean of the reciprocals. Its
generalized form taking into account harmonic mean parameter is used in
mathematics, in physics, in electronics, in hydrology, in population genetics and in
finance.

The genaralized form of harmonic mean can be used also in choosing the optimal
value of smoothing parameter in kernel density function, where two kernel method
parameters should be fixed: the kernel function and the smoothing parameter. The
shape of kernel function and the value of smoothing parameter influence the final
form of the density estimator.

In paper the generalized form of harmonic mean applied in smoothing parameter
choice is analysed. Additionally the new method of choosing the optimal value of
smoothing parameter is proposed and the properties of the kernel density estimation
are regarded with respect to the values of smoothing parameter basing on the
generalized form of harmonic means with differeent values of harmonic mean
parameter.

Keywords: kernel density estimation, harmonic mean, smoothing parameter.

JEL Classification: C12, C13, C15
AMS Classification: 62G05, 62G10

1 Introduction

Density function or the density estimator is one of the mostly used methods to characterize random variable,
univariate as well as multivariate one. It makes possible to present the structure of the data sets. Kernel density
estimator is the nonparametric procedure and it is defined for univariate case in the following way:

f(x>=%izl}<(x;xi], ®

where: n is the sample size, x;,X,,....X, is the realization of X, X,,....X,,;, K is kernel function and h is the

smoothing parameter. Kernel density estimator is widely used but its properties are still investigated ([11], [12]).
It may be caused by the diversity of methods for choosing the kernel method parameters such as kernel function
K and smoothing parameter h . In the literature the problem of kernel function choice is treated as problem of
less importance comparing to the problem of smoothing parameter choice. So, in many practical implementa-
tions Gaussian kernel function (density function of standardized normal distribution) is applied. Smoothing pa-
rameter can be chosen in a subjective way, basing on reference rules where some assumptions about the popula-
tion distribution are made or using more sophisticated methods.

The main goal of the paper is to indicate the difficulties connected directly with the choice of smooth-
ing parameter in kernel density estimator. None of the methods for choosing the smoothing parameter regarded
in literature cannot be considered as the best one. So, some modification basing on generalized harmonic mean
of existing procedures is proposed. Taking into account the goal of the paper the structure is the following: pre-
senting the generalized form of harmonic mean and applying this mean in choosing the values of smoothing
parameter in kernel density estimator. Next, the properties of the new method is analyzed by the results of the
study indicating such research situations where the appropriate value of parameter of generalized form of har-
monic mean should be used.

! University of Lodz/Department of Statistical Methods, 90-214 Lodz, 41/43 Rewolucji 1905 St. Poland,
albasz@uni.lodz.pl.
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2 Generalized form of harmonic mean

The harmonic mean known also as the subcontrary mean belongs to the three classical Pythagorean means
group. The means belonging to this group: the arithmetic mean, geometric mean and harmonic mean are charac-
terized by the properties of preservation value, first order homogeneity, invariance under exchange and averag-
ing ([2], [5], [8]). Two of means from this group (harmonic mean and arithmetic mean) can be treated as recipro-
cal duals of each other for positive arguments while the geometric mean is its own reciprocal dual.

The most known application of harmonic mean is closely connected with the properties of the argu-
ments — it is used when the arguments are rates or rations. But it is not the only application of the harmonic
mean. It is used in mathematics in the differential subordination in linear function ([3]). In statistics it can be
used in constructing the measure of variability ([1], [9], [10])). In physics it can be used: in averaging of the
vehicle speed, in the predicted density of an alloy given the densities of its constituent elements and their mass
fractions and in analyzing the resistance of some electrical resistors in parallel and in computing the mean half-
life ([7]). In finance the harmonic mean is used for valuing a company in measuring its current share price rela-
tive to its per-share earnings (price-earnings ratio)([6]). In geometry it is used when the properties of some geo-
metric figures are is analyzed (for example in triangle the radius of the incircle is one-third of the harmonic mean
of the altitudes and in an ellipse the semi-latus rectum is the harmonic mean od the maximum and minimum
distances of the ellipse from a focus). In computer science the harmonic mean is used in the evaluation of algo-
rithms and systems in the score of the precision measured by true positives per predicted positive and the recall
measured by true positives per real positive. In ecology harmonic mean can be used in measuring the areal
distribution of animal activities ([4]).

The unweighted harmonic mean is defined in the following way:

S

i=1 Xi i=1
where n is the number of arguments and X, x,,... X, are real numbers.

2

n

The weighted harmonic mean is defined by:

K -1

2w’ i H

Hy = = =—FL 3)

k - 1
S | Y[ETI
i Wi X
where w,W,,... W, is a set of weights.
For the special case of two positive numbers x;and x, , when x; +X, = 0, the unweighted harmonic mean is the
following:

H =2 4)
X1+ X5

The generalized form of the harmonic mean Hg of two positive numbers x,;and x, is given as (com.
[3D):
X1Xa
(5)
X, + B —X,)
where: X, +x, #0, fe (0, 1). The parameter S is the harmonic mean parameter that controls the weights as-

HG:

signto x;and x, . For g :% the generalized form of harmonic mean results in formula (2).
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3 Smoothing parameter in kernel density estimation

The calculation of the kernel density estimator requires the value of smoothing parameter. Quick and dirty meth-
ods of smoothing parameter choice play the special role — they are simple to calculate and easy to use and more-
over, these methods are very often used as the starting point in more sophisticated procedures.

In reference rule the smoothing parameter is such a value for which the asymptotic mean integrated
squared error between the kernel density estimator and the density function takes the minimum value, assuming
that unknown density function is the normal one with the scale as that estimated for the underlying density. As
mentioned in the literature this procedure gives the proper results when the data are normally distributed or close
to it. Reference rule smoothing parameter is the following:

1
hgr =0.9An 5, (6)

A

.. R N A i . .
where A= mm(a,m) 6 and R are the sample standard deviation and sample semi-interquartile range,

respectively.

In maximal smoothing procedure, the smoothing parameter is such a value for which the asymptotic
mean integrated squared error between the kernel density estimator and the density function takes the minimum
value, assuming that unknown density function is the beta distribution B(4,4). It can be shown that for density

with the standard deviation o the beta distribution is the upper bound for the estimated densities. Maximal
smoothing parameter is the following:

1
S
3 . RK))® -
where R(K)= J'[K(x)]zdx and x, = juZK(u)du.

Details of the methodology of choosing smoothing parameter methods can be found in literature ([11], [12]).

4 Results of the study

To investigate the properties of the new method of choosing the smoothing parameter in kernel density estima-
tion the study was conducted. Basing on the samples, the kernel density estimators are constructed taking into
account appropriate kernel function and values of smoothing parameters calculated as the harmonic mean of
generalized form with different values of harmonic mean parameter. The values of smoothing parameters are
compared to analyze the properties of generalized form of harmonic mean with different values of harmonic
mean parameters. In this way it is possible to indicate the best values of harmonic mean parameter in a special
scientific research.

In the study the following data sets are regarded:

1. data set A: samples drawn from the population with density function f(x) :wfl(x)+(1—w) fo(x), where
w=21and f,(x) is density function N(0,1), sample size n =10, 20, 30, 40, 50, 60, 70, 80, 90 and 100;

2. data set B: samples drawn from the population with density function f (x) = vvfl(x)+(l—w) f,(x) , where w =
0.5and f(x) is density function N(0,1), f,(x) is density function N(10,1), sample size n =10, 20, 30, 40, 50,
60, 70, 80, 90 and 100;

3. data set C: samples drawn from the population with density function f (x) = vvfl(x)+(l—w) f,(x) , where w =
0.8and f(x) is density function N(0,1), f,(x) is density function N(10,1), sample size n =10, 20, 30, 40, 50,
60, 70, 80, 90 and 100;

4. data set D: values of sales and net profit in 2015 of Polish enterprises with incomes of 250 million PZ, n
=166.

The choice of distributions of data sets A, B and C is motivated by the attempt to take into regard uni-
modal and symmetric populations (data set A) as well as bimodal (data sets B and C) and asymmetric (data set
C) ones. Different sample sizes widen the study to the situations where small, medium and large samples are
considered.
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For every sample the kernel density estimator is calculated with Gaussian kernel function and smooth-
ing parameter using the method of reference rule and maximal smoothing. Next, the values of generalized har-
monic mean method for smoothing parameter are calculated for the harmonic mean parameter g =0.1, 0.2, 0.3,

0.4,0.5, 0.6, 0.7, 0.8, 0.9 with x; =hgg and x, =hy,s . Tables 1-3 present smoothing parameter values for cho-
sen sample sizes and different values of harmonic mean parameter.

Yy
n ~09 p=08 g=07 -03 -01
hus =09 p=08 fp=0 f=06 pB=05 p=04 B=0. B=02 B=0
0.3210
10 0.3466 0.3234 0.3258 0.3288 0.3308 0.3333 0.3359 0.3385 0.3412 0.3439
0.4621
30 0.4990 0.4655 0.4690 04726 0.4762 0.4798 0.4836 0.4873 0.4912 0.4951
0.4770
50 0.5152 0.4806 0.4842 0.4879 0.4916 0.4954 0.4992 0.5031 0.5071 0.5111
0.3935
70 0.4249 0.3965 0.3994 0.4024  0.4055 0.4086 0.4118 0.4150 0.4182 0.4216
0.3388
90 0.3650 0.3414 0.3439 0.3465 0.3492 0.3519 0.3546 0.3573 0.3602 0.3630
0.3974
100 0.4292 0.4003 0.4034 0.4064 0.4095 0.4127 0.4159 0.4191 0.4224 0.4257
Table 1 Values of smoothing parameter for data set A
hehp
e —09 p=08 p=07 -03 -0.1
hys P09 £=08 =07 45 06 p-05 p-04 P93 p_g2 F=0
3.2008
10 34567 3.2247 3.2489 3.2735 3.2985 3.3238  3.3496  3.3757 3.4023  3.4293
2.6976
30 29132 27177 27381 2.7589  2.7799 2.8013 2.8230 2.8450 2.8674 2.8901
2.4084
50 5 6009 24264 24446 24631 2.4819 2.5010 2.5203 2.5400 2.5600 2.5803
2.4222
70 2 6159 24403 24586 24772 2.4961 2.5153 2.5348 2.5546 2.5747 2.5951
2.1972
90 5 3798 22136 2.2302 22471 2.2642 2.2816 2.2993 2.3172 2.3355 2.3540
2.1581
100 5 3306 21742 21905 2.2071  2.2239 2.2410 2.2584 2.2760 2.2939 2.3121
Table 2 Values of smoothing parameter for data sets B
hehyp
I ~09 p=08 g=07 -03 -01
hs p=09 fp=08 p=0 Bf=06 pB=05 pB=04 B=0. £=0.2 B=0.
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0.6096

10 0.6584 0.6142 0.6188 0.6235 0.6282 0.6330 0.6380 0.6429  0.6480  0.6531
0.5888

30 0.6360 0.5932 0.5977 0.6022 0.6068 0.6115 0.6162 0.6210 0.6259  0.6309
0.8166

50 0.8819 0.8227 0.8288 0.8351 0.8415 0.8480 0.8545 0.8612 0.8680  0.8749
0.7493

70 0.8092 0.7549 0.7606 0.7663 0.7722 0.7781 0.7841  0.7903  0.7965  0.8028
0.3388

90 0.3659 0.3414 0.3439 0.3465 0.3492 0.3519 0.3546 0.3573 0.3602  0.3630
0.6494

100 0.7013 0.6542 0.6591 0.6641 0.6692 0.6743 0.6796 0.6849  0.6903  0.6957

Table 3 Values of smoothing parameter for data sets C

Figure 1 presents kernel density estimators for sales (on the left) and net profit (on the right) in 2015
of Polish enterprises with incomes of 250 million PZ. Basing on our previous experience of the right asymmetry
of regarded variables, the harmonic mean parameter is taken S =0.1 and Gaussian kernel function is imple-

mented.
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Figure 1 Kernel density estimators for the data set D

5 Conclusions

When samples are drawn from symmetric and unimodal population the differences between values of smoothing
parameters calculated with reference rule and maximal smoothing are significantly smaller than in case of
asymmetric or bimodal populations. It can indicate that two methods of choosing the smoothing parameter in
kernel density estimation regarded in the study are of different nature. The smoothing parameters from reference
rule and maximal smoothing are similar only when population is normal. Moreover, for samples from bimodal
populations these differences are bigger when population is symmetric. It indicates that reference rule and max-
imal smoothing cannot be treated as universal methods of choosing the smoothing parameter. Hence, there is a
necessity for calculating such a value of smoothing parameter that would unite regarded methods. Smoothing
parameter constructed as generalized harmonic mean with the possibility of assigning different weights to refer-
ence rule or maximal smoothing parameter can play such a role. It should also be noticed that in general the
bigger the sample size the smaller the differences between two regarded methods.

In the constructing of smoothing parameter by generalized harmonic mean the following issues should
be considered:
1. for samples from symmetric unimodal population (or from populations close to symmetric) the harmonic
mean parameter should be rather close to one, then the reference rule would have bigger importance;
2. for samples from bimodal populations the bigger harmonic mean parameter indicates the bigger differences
between values of smoothing parameters, then the medium value of harmonic mean parameter is preferred;
3. for samples from asymmetric bimodal populations the harmonic mean parameter should be close to zero, then
the method of maximal smoothing is of greater importance.
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Taking into consideration the results of the study as well as the additional information of the character
of the variable regarded in data set D (for example the information about right-sided asymmetry from previous
researches) in constructing the kernel density estimator for the sales and net profit of Polish enterprises with
incomes of 250 million PZ in 2015 the harmonic mean parameter is 0.1. Kernel density estimators (with the
appropriate values of smoothing parameter) presented in Figure 1 shows the most important features of regarded
random variables. For example, the strong asymmetry of variables disables usage of the classical statistical
methods in next, more sophisticated statistical analysis.

Further analysis should be devoted to the extension of regarded method for example in calculating the
so-called the acceptable interval of smoothing parameter. Because of the simplicity and universalism of the
method of generalized harmonic mean it can be used also for other more sophisticated method of choosing the
smoothing parameter in kernel density estimation. Additionally, the other kernel functions can be used in kernel
estimator.
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A Medium-scale DSGE Model

with Labour Market Frictions
Jakub Bechny', Osvald Vasicek?

Abstract. The aim of our research is to find the most appropriate approach to the
labour market within a DSGE model estimated on the Czech Republic’s data. We
use slightly modified medium-scale small open economy model originally proposed
by Sheen and Wang [10]. This model incorporates a standard set of rigidities such as
investment adjustment cost, habit formation, external risk premium, and incomplete
exchange rate pass-through. The model allows for two approaches to the labour mar-
ket - the real wage rigidity specified in spirit of the search and matching models, and
the nominal wage rigidity a la Calvo wage setting. The model is estimated on a set
of fourteen observable variables, including the unemployment rate. Our research is in
the early stage, however, preliminary results suggest that the real wage rigidity is more
appropriate modelling approach. Empirical performance of our model is illustrated by
means of the variance decomposition and historical shock decomposition of selected
observable variables.

Keywords: DSGE model, small open economy, labour market frictions, unemploy-
ment rate.

JEL classification: C32, E17
AMS classification: 91B51

1 Introduction

Standard dynamic stochastic general equilibrium (DSGE) models does not explicitly incorporate unemployment.
Labour market activity is in majority of current DSGE models captured either by varying hours worked, or by
choice whether or not to participate on the labour market at all. Authors such as Blanchard [3] criticize this
approach, because unemployment rate is an important indicator of the aggregate economic activity, and also brings
a negative social consequences. It may be interesting to investigate which shocks account for fluctuations in
unemployment, how shocks from labour market propagate throughout economy, and how is labour market affected
by monetary policy. Our research is therefore focused on incorporation of labour market with explicitly modelled
unemployment rate into a standard medium-scale DSGE model.

As the first step in our research, which is summarized in this short paper, we decided to replicate a medium
scale DSGE model of Sheen and Wang [10]. This model allows for two alternative approaches to the labour
market - the real wage rigidity specified in spirit of the search and matching models, and the nominal wage rigidity
a la Calvo [5] and Yun [11] sticky wage setting. The model of Sheen and Wang [10] was originally estimated
on Australian data. We introduce three small modifications of the model (related to the open economy features
and monetary policy), and estimate it using data for the Czech Republic from 2004Q3 to 2017Q1. The estimated
model is then used for evaluation whether nominal or real wage rigidity is supported by the Czech data, and for
quantification of hiring costs in the Czech Republic. To illustrate the overall ability of the model to explain the
data we also decompose variances of key observable variables, and we provide historical shock decomposition of
the Czech Republic’s unemployment rate. We also present estimates of the productivity growth, which is the only
source of the long run economic growth in our model. The remainder of this short paper is organized as follows.
Section 2 sketches our model with focus on the labour market block. Selected results of our empirical analysis are
then presented in section 3.

2 Model

Structure of the Sheen and Wang [10] model is standard. It combines the closed economy setting of Chris-
tiano et al. [7], the small open economy features of Adolfson et al. [1], and it adds more elaborate labour market
block with explicitly modelled unemployment. All real variables of the model share a common trend due to a
unit-root technology shock, and the model exhibits a balanced growth path steady state. There are four types of
representative firms in the model economy: domestic goods-producing firms, consumption importers, investment

1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipova 41a, 602 00
Brno, Czech Republic, jakub.bechny @ gmail.com

*Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipové 41a, 602 00
Brno, Czech Republic, osvald.vasicek@econ.muni.cz
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importers, and exporters. Following Calvo [5] and Yun [11] the model assumes that prices of all firms are sticky,
and each firm sets price based on its markup and real marginal cost. Sticky prices of import and export firms
also allow for incomplete exchange rate pass-through. Capital services and labour are used only by domestic
goods-producers, depending on the real wage and the rental rate.

Households attain utility from leisure, real balances, and from consumption of both domestic and imported
consumption goods, subject to habit formation. Households can hold both domestic and foreign bonds, and their
investment decisions yield the uncovered interest rate parity condition with risk premium. Households also own
the physical capital stock, and they can vary capital services in three ways. They can accumulate the physical
capital and pay investment adjustment cost, they can vary the utilization rate of physical capital at cost, or they
can trade installed capital among themselves. Behaviour of a central bank is characterized by an interest rate rule,
which responds to the CPI inflation rate, the output gap, and the real exchange rate.

In order to more precisely depict structure of the Czech economy, we introduce several modifications of the
original Sheen and Wang [10] model. Firstly, we use a modified risk-adjusted uncovered interest parity (UIP)
condition of Adolfson et al. [2], which allows for higher persistence and volatility of the real exchange rate.
Secondly, instead of the original reduced form VAR(1) specification of the foreign economy block, we follow
Pedersen and Ravn [9] and use more structural specification. Our foreign economy consists of monetary policy
rule, New Keynesian Phillips curve, and IS curve (analogical to the domestic consumption Euler equation). This
specification and the modified UIP condition allow for better identification of open economy structural shocks,
which account for a substantial part of observed fluctuations in the Czech economy as we show later. Thirdly, in
order to depict changes in inflation target of the Czech National Bank during the investigated time period we follow
Adolfson et al. [1] and we introduce time varying inflation target into the model. The following two sections of
this paper sketch the labour market block of the model, but for detailed description of the optimization problems
see paper of Sheen and Wang [10].

2.1 Labour market flows

The labour force is in the model normalized to 1. Our model assumes that a fraction § of the employees IV, is each
period separated from existing job. Denoting I, aggregate hiring, the evolution of hiring is given by

Ht = Nt - (]. - 6)Nt,1 (1)

Domestic goods-producers pay a real cost of hiring a new worker g;, which is proportional to a current labour
market tightness x;

9 = e B¢} )
where €, is a temporary AR(1) technology shock, B is parameter that measures the scale of the hiring cost, ¢ is
elasticity of hiring cost to labour market condition, and ¢ is AR(1) hiring cost shock. Blanchard and Gali [4]
show that this form of the hiring cost can be derived from a matching function which is homogeneous of degree
one. The labour market tightness x; is defined as the ratio of the hires to the number of unemployed before hiring
proceeds at time ¢, where the unemployment is given by U;_; =1 — N;_3

U1 + 0N

Tt

3)

2.2 Real and nominal wage rigidity

Our model allows for real and nominal wage rigidities as alternatives. The real wage rigidity is in spirit of Hall [6]
constructed as the weighted average of the lagged real wage w;_1 and the equilibrium Nash-bargaining wage w;

wy = fwi— + (1 — flwy 4

and f represents the degree of the rigidity. The equilibrium wage resulting from the Nash-bargaining between
firms and workers is in turn given by

CNNUL wz
. ¢§t —(1—-90)BE; m(l — ZT441) G4 1 (5)

wi =g +

where (/¥ is a stationary AR(1) labour supply preference shock, 7 is marginal utility from real income, p7 is
AR(1) process describing the growth rate of the permanent technology process, 7 is the gross domestic inflation
rate, o, represents the inverse Frisch elasticity of labour supply, and 3 is households’ discount factor.

Alternatively, nominal wage rigidity is constructed by assuming that labour is differentiated and organized
(possibly in unions), and follows the Calvo - Yun type of wage setting. Suppose that the household j is allowed to
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change its real wage at w7'{" in period ¢, and that it is not allowed to change its wage during s periods ahead. The

utility maximization problem of this household implies the following first order condition

E - SN. N NUL new thvLS PtCJrS*l Ptd =0 6
t Z(ﬂfw) Jit+s _<t+s jt+s + gt /\%ﬂ_‘_ Ptc L Ptd+ - ©)
s=0 8 - s

where £, is the Calvo - Yun probability that the wage will not be reoptimized s periods ahead, A} is wage markup
which follows AR(1) process, Pf is the aggregate price for consumption goods, and P is aggregate domestic
price level. Equation (6) can be log linearised, rewritten recursively, and combined with an aggregate wage index
that connects w?;* with current and lagged real wage. This algebra would give us the Hybrid New Keynesian

Wage Phillips Curve.

3 Empirical analysis

For purposes of the empirical analysis we log-linearise all 64 equations of our model, solve the whole system nu-
merically using Dynare, and estimate its parameters by using the Bayesian approach. Our model is estimated using
quarterly time series for the Czech Republic from 2004Q3 to 2017Q1. We use data from the Czech National Bank’s
ARAD database, including CPI inflation, nominal cash rate (PRIBOR), real GDP, consumption, investment, im-
ports and exports, unemployment rate, real wages, inflation target, and CZK/EUR nominal exchange rate. Foreign
economy sector is proxied by the Euro Area nominal cash rate, real GDP, and by CPI inflation. All real variables in
our theoretical model share the same stochastic trend due to growth in technology. We therefore directly identify
the growth component by mapping our model variables to the first differences of the logged observable variables.

We do not report estimates of the parameters here to save space. With the estimated model in hand we perform
several empirical exercises. Firstly, we quantify whether the hiring costs are significant in the data and evaluate
whether nominal or real wage rigidity is supported by the data. Secondly, we compute the forecast variance
decomposition of the various shocks on key observable variables. Thirdly, we analyse the recent development of
the Czech Republic’s economy by means of the historical shock decomposition. And finally, we provide estimates
of the permanent technology process, which is in our model the only source of the long term economic growth.

3.1 Wage rigidities and hiring costs

RWR,HC RWR, NHC NWR, HC NWR, NHC
Log-Likelihood -1537.80 -1548.91 -1572.82 -1575.12
BF(Null hypothesis: NHC) 11.11 - 23 -
BF(Null hypothesis: NWR) 35.02 26.24 - -
RWR: Real wage rigidity NWR: Nominal wage rigidity
HC: Hiring cost NHC: No hiring cost BF: Bayes factor

Table 1 Comparison of Models

We estimated four alternative variants of our model: the model with and without hiring costs, and with either
real or nominal wage rigidity. Following Kass and Raftery [8], we use the Bayes factor as the model selection
criterion.® Results of the model selection are summarized in Table 1. Comparison of the posterior log-likelihoods
shows that the model with hiring costs and real wage rigidity fits the data best (with value of log likelihood
-1537.8). The Bayes factors show that the data provide very strong evidence against the model with the nominal
wage rigidity, regardless of the existence of hiring costs (with Bayes factor of 35.02, respectively 26.24). In case of
the real wage rigidity specification, data also provide very strong evidence against the model without hiring costs
(BF 11.11). In case of the nominal wage rigidity specification, evidence against the model without hiring costs is
only positive (BF 2.3).

One of key parameters in our model is B, which determines steady state level of hiring costs, see Equation (2).
The estimated posterior mean of this parameter is 0.19, with 90% credible interval between 0.13 and 0.26. This
implies that in the balanced growth path steady state the hiring costs account for 0.1 % of the real GDP, with 90%
credible interval between 0.07 % and 0.14 % of the GDP. Model with hiring costs is thus strongly supported by

3Denote p(Data | Hy) as the log-likelihood of data conditional on the null hypothesis Hy, and p(Data | Hy)
as the log-likelihood conditional on the alternative model H;. The logarithm of the Bayes factor is given by
Bio = p(Data | Hy) — p(Data | Hy). Kass and Raftery [8] argue that a value of By between 1 and 3 provides
a positive evidence against model H, a value between 3 and 5 provides strong evidence, and a value greater than
5 provides very strong evidence against Hy.
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the data according to the Bayes factor, but relative size of the hiring costs in the economy is rather limited. Note
also that these hiring costs are conceptualized as the real costs of firm associated with searching and hiring of the
labour, and that they do not account for e.g. payroll taxes.

3.2 Variance decomposition

100 On impact
80 -
60
40
20
CPl inflation Interest rate Output Consumption Investments Real wage Imports Exports Exchange rate Unemployment
100 Long run
80
60
40
20
CPl inflation Interest rate Output Consumption Investments Real wage Imports Exports Exchange rate Unemployment

‘-Technology [l nvestment [l Consumption ["]Labour market [__|Monetary policy [__|Foreign economy [l Domestic markup [l import markups Il Export markup

Figure 1 Variance decomposition

Figure 1 shows the forecast variance decomposition on impact and in the long run (20 quarters) of shocks on
observable variables from our model.* We aggregate the effects of temporary and permanent technology shocks
into one single Technology shock, and aggregate all shocks related to the foreign economy? to the Foreign economy
shock. Imported consumption and imported investment markups are aggregated into single Import markup. The
remaining measures represent shocks to the Investments, Consumption preference, Labour market (aggregated
labour supply and hiring cost shock), Monetary policy (aggregated shocks to the monetary policy rule and to the
inflation target), Domestic markup, and Export markup. Our analysis reveals several interesting results.

Overall, shocks related to open economy features (foreign economy shocks, import and export markups) dom-
inate variances of almost all variables both in the short and long run. This result may reflect fact that the Czech
Republic is small open economy whose condition crucially depends on performance of export and import sectors.
For example, these shocks account approximately for 60 % of nominal interest rate variance in the short run. In
the long run, they account for more than 90 % of the investments, imports, exports, and exchange rate variation.
Investment specific shock is another dominant shock, in the long run accounting for more than 30 % of the interest
rate output and consumption variation. Monetary policy shocks have only limited impact - they account for 15
% of nominal interest rate’s short run variation, and for 5 % of exchange rate’s and inflation’s movements. This
indicates that the Czech National Bank has not caused large surprises to the Czech economy, even in the short run.

Regarding the labour market, almost 55 % of the variance of unemployment is both in the short and long
run explained by the open economy shocks. Investment shocks play a significant role especially in the long
run, explaining almost 20 % of the variance of unemployment. Labour market shocks then account for 15 % of
unemployment’s short run variation, and of 10 % variation in the long run. Variability of the real wage is mainly
explained by technology shocks (20 %), labour supply shocks (20 %), and domestic markup (40 %) both in short
and long run. Labour market shocks also explain almost 10 % of the real GDP in both short and long run.

3.3 Historical shock decomposition

In this section we discuss the main driving forces of unemployment identified by our model by means of the
historical shock decomposition visualised in Figure 2. Thick line in this figure depicts demeaned unemployment
rate. For purposes of this exercise we aggregate the effects of all markup shocks into single Markup shock, and
effects of the consumption preference and monetary policy shocks are aggregated into single Demand shock.
Technology and Investment shocks are aggregated into single technology shock. Foreign economy and Labour
market shocks are defined as in the previous section.

Regarding the 2008-2009 crisis, the unemployment rate almost continuously incriesed from 4.3 % in 2008Q3

*As is discussed by Adolfson et al. [1], because the unit root technology shock is the only permanent shock in our
model, it would account for all fluctuations in the limit. The long run is therefore selected as 20 quarters.
Foreign monetary policy, inflation and demand shocks, foreign technology, and risk premium shock.
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Figure 2 Historical decomposition of unemployment rate (demeaned)

to 7.8 % in 2010Q1. Our model attributes the initial increase of the unemployment to the adverse markup shocks
(with dominant role of export and import markups), and to the labour market shocks. These shocks were followed
by the adverse open economy shocks in the subsequent periods. Note also that the demand shocks were mildly
positive during this recession. Our model thus suggests that rise of the unemployment during 2008-2009 crisis can
be to large extend attributed to situation in the sectors related to the foreign economy development, which seems
as quite plausible explanation.

During the 2012-2013 recession the unemployment rate started at 6.5 % in 2011Q4 and peaked at 7.3 % by
2012Q4. In contrast with the 2008-2009 crisis, our model attributes this development almost solely to the adverse
labour market shocks. Note also that demand shocks were negative during this crisis, with dominant role of the
consumption preference shock. Adverse labour market and demand shocks may be attributed to the overall negative
sentiment in the economy and also to the restrictive fiscal policy of the former government.

The unemployment rate continuously decreased from 7 % by 2013 to its historically lowest levels, 3.4 % by
2017Q1. Our model attributes this development to the markup shocks, with dominant role of the export markup.
These export markup shocks depict increased competitiveness of the domestic exporters, and may be attributed
to the exchange rate commitment of the Czech National Bank from November 2013. Note also that the foreign
economy shocks, which capture development in the foreign economy block itself, had a negative impact on the
Czech unemployment rate during the discussed time period.

3.4 Permanent technology growth

All real variables in our model share a common stochastic trend due to a unit root permanent technology (or
productivity) shock. Growth rate of this permanent technology, which is in our model the only source of the
long run economic growth, can be estimated and is visualised in Figure 3. We present 90% credible intervals
for this estimate, and compare the estimated growth rate of permanent technology with the observable quarter-on-
quarter real GDP growth. Note that the 2008-2009 recession was associated with significant drop in the technology
growth, while the 2012-2013 recession brought only very moderate deterioration of the technology growth. From
2014 onwards, our estimates imply the permanent technology growth around 1 % per quarter.

4 Conclusion

This paper presented results of estimation of a medium scale open economy DSGE model with labour market
frictions. The model was estimated on the Czech Republic’s data from 2004 to 2017. Our main findings can
be summarized as follows. Firstly, we compared four alternative specifications of the labour market block (with
real or nominal wage rigidity, and with or without hiring costs). By using the Bayesian approach to model selec-
tion we showed that the real wage rigidity with the hiring costs is the most appropriate specification of the Czech
labour market. Secondly, we assessed empirical performance of the model by means of the variance decomposition
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and historical shock decomposition. We showed that variances of the key macroeconomic variables are strongly
dominated by shocks related to open economy features. We showed that increase in unemployment during the
2008-2009 crisis can be attributed mainly to the foreign economy development, while the 2012-2013 recession is
associated with adverse labour market and demand shocks. Historically low unemployment of 3.4 % by 2017Q1
then may be attributed to the export markup shocks. And finally, we presented estimates of the permanent technol-
ogy process. We showed that the 2008-2009 recession was so severe that it affected even the permanent technology,
the only source of the long run economic growth in our model.

—Permanent technology growth
4 90% credible interval
—Real GDP growth

2006 2008 2010 2012 2014 2016

Figure 3 Permanent technology growth in Czech Republic

Acknowledgements

This work is supported by funding of specific research at Faculty of Economics and Administration, project
MUNI/A/0987/2016. This support is greatly appreciated.

References

[1] Adolfson, M., Laséen, S., Lindé, J., and Villani, M.: Bayesian Estimation of an Open Economy DSGE Model
with Incomplete Pass-Through, Journal of International Economics 72.2 (2007), 481-511.

[2] Adolfson, M., Laséen, S., Lindé, J., and Villani, M.: Evaluating an Estimated New Keynesian Small Open
Economy Model, Journal of Economic Dynamics and Control 32.8 (2008), 2690-2721.

[3] Blanchard, O.: The State of Macro, Annual Review of Economics 1.1 (2009), 209-228.

[4] Blanchard, O. and Gali, J.: Labor Markets and Monetary Policy: A New Keynesian Model with Unemploy-
ment, American Economic Journal: Macroeconomics 2.2 (2010), 1-30.

[5] Calvo, G.: Staggered Prices in a Utility-Maximizing Framework, Journal of Monetary Economics 12.3
(1983), 383-398.

[6] Hall, R. E.: Employment Fluctuations with Equilibrium Wage Stickiness, The American Economic Review
95.1 (2005), 50-65.

[7] Christiano, L. J., Eichenbaum, M., and Evans, Ch., L.: Nominal Rigidities and the Dynamic Effects of a
Shock to Monetary Policy, Journal of Political Economy 113.1 (2005), 1-45.

[8] Kass, R. E. and Raftery, A. E.: Bayes Factors, Journal of the American Statistical Association 430 (1995),
773-795.

[9] Pedersen, J. and Ravn, S. H.: What Drives the Business Cycle in a Small Open Economy? Evidence from an
Estimated DSGE Model of the Danish Economy. Danmarks Nationalbank Working Papers No. 88 (2013).

[10] Sheen, J. and Wang, B. Z.: An Estimated Small Open Economy Model with Labour Market Frictions. Dynare
Working Papers Series no. 35 (2014).

[11] Yun, T.: Nominal Price Rigidity, Money Supply Endogeneity, and Business Cycles, Journal of monetary
Economics 37.2 (1996), 345-370.

47



Mathematical Methods in Economics 2017

Price comparison sites and their influence on e-commerce

[Processes
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Abstract. Customers often use environment price comparison sites (e.g., heureka.cz,
or zbozi.cz) when they want to buy some product or service over the Internet. These
sites help them while searching of some product, give them an overview on prices,
and also affect consumers' perception of the risks associated with online buying. The
purpose of our paper is to suggest a model which would explain basic processes of
online shopping environment with the tools of network analysis. We look at the rela-
tion of shoppers and e-shops as bipartite network. Our paper should answer fol-
lowing questions as: What communities are forming and how? Can we determine
conditions on network topology? We use simulation data for this purpose, and com-
pare results with data from other resources.

Keywords: E-commerce; Price comparison sites; Network analysis; Simulation.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Internet has proved to be an important platform for various business transactions. According to the Czech Statis-
tical Office (2016), retail e-commerce has grown in the Czech Republic nearly to US$3.3 billion in 2015 surpas-
sing the sales of US$2.7 billion in year 2014 and it was estimated to increase to US$4.5 billion in 2017. Simulta-
neously with the development of electronic business, related business applications have been developed, and
many various methods very used while doing so [24, 25]. Price comparison sites that allow to compare prices in
different e-shops are ones of the most successful (see Fig. 1). These sites are also known as price comparison
sites, shopbots, or Internet shopping agents. Online buyers use them to gain information about price or respective
shops. They reduce buyers' search costs and help their decision-making by providing price comparison infor-
mation, which is seldom present in the physical retail shopping context [7].

Other

According to advertisements
Recommendation on the...

Recommendations of friends
Search engines and price...

Popularity of e-shop

0 10 20 30 40 50 60

Figure 1 How do you mostly choose some e-shop, when you are going to buy a product or service on Internet?
(in per cent, our own research, 2016).

Price comparison sites were studied mostly from the perspective of the impact of the existence of price com-
parison sites on price of products and services and on sensitivity of online shoppers to price [2]. Degeratu et al.
[10] reported that the existence of price comparison sites increased price competition and sensitivity of buyers to
price. In this paper however, we want to look at the processes of online shopping with optics of network analy-
sis.

Social and business networks are an increasingly important area of research attention in many disciplines [5, 11,
15]. However, stable equilibriums and models have been mainly focused on, while their dynamics and evolution
have received limited research attention. One of the major challenges is to better understand, predict and control
their dynamics, including how they form, evolve and shape their behaviors and performances [21, 23]. Signifi-
cant progress has been made in e-commerce applications so far, and e-commerce plays a very important
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role in economy. Large numbers of buyers and sellers interact with each other through transactions on websites
[3, 4]. These interactions promote the evolution and shape complex structures of e-commerce market. Going
deeply insight into research of e-commerce market network has a profound and lasting significance.

Our research is aimed to develop a model to investigate the processes of online shopping with an existence of
a price comparison site with the help of tools of network analysis. We look at the relation of shoppers and e-shops
as tripartite network. This is our research problem with the main questions: What communities are forming and
how? What relations are prevailing? How does a customer decide based on price comparison sites information
which of the e-retailer she buys some product from? These are the main questions we addressed in this document.
Accordingly, the objectives of this study are two folds:

1. Building a basic theoretical model, by using network analysis methods to model explain how buyers use price
comparison sites when they perform their purchases;

2. Conducting an empirical research to examine the validity and explanatory power of this model.

We use simulation data for this purpose, and compare results with data from other resources.

2 Theoretical background

In this section, we present a network analysis framework for e-commerce market. The network is constituted by
nodes and links between nodes (edges). Nodes represent the elements in a complex system, and the edges represent
the interaction between system elements. E-commerce market is a complex network, and its complexity reflects
in the following areas:

e The system has a huge number of nodes, and its network structure is complex and presents a variety of dif-
ferent characteristics. There are the generation and disappearance of nodes or edges. The emergence and de-
mise of elements that have the life-cycle characteristic is very common. The relationships among elements
are also dynamic changed.

o Networks are no governance structures. There is not one dominant organization to control and organize the
other members in the network. Rather, the network concept is a way to visualize and understand the way
firms and organizations are interconnected directly and indirectly through relationships. Networks are not
under the control of individual nodes.

o Networks are formed in a self-organizing way through the actions and interactions of actions and interactions
of actors involved, as they occur over time. They are continually being made and remade (or not) through
ongoing structuring and restructuring processes. The multiple interactions and feedback effects continually
taking place in networks lead to a complexity that makes it very difficult to control and predict for any indi-
vidual actor.

e Time plays a central role in explaining and understanding exchange. Business relations develop over time
and they are path-dependent. Buyers and sellers actively take into account what has happened before and
they also form plans and have expectations of what is likely to happen in the future, both of which affect
their decisions in the present. The state of the network subject (person or organization) changes over time.

From a mathematical point of view, network can be described by set N={V, E} composed with nodes set V={vi,
Vo, ..., Vn} and edges set E={e1, e, ..., em}. Network analysis framework for e-commerce market is as the following
Figure 2. From the graph we can see that, there are three steps for analyzing on e-commerce market from a network
point of view—definition of network, analysis of network topology and analysis of network environment. Within
this analysis, a network community detection is often being performed. A community is a subgraph with many
edges inside and relatively few edges outside. It clarifies relationships among vertices and the overall structure of
the network. For unipartite networks composed of only one vertex type, Girvan-Newman modularity [12] is pro-
posed for evaluating network divisions, and it is widely used for the research of community detection. Searching
for the divisions with high modularity values, which is called modularity optimization, is also investigated by
many researchers.

2.1 The design of our model

In this paper, we will model the e-commerce processes with the existence price comparison sites as a tripartite
network. In general, tripartite networks are the networks whose vertices are composed of three disjoint sets. Nodes
in this tripartite networks are basically different in each layer (see Figure 2). Here, the set X are buyers, the set Y
are price comparison sites and nodes in the set Z present e-commerce sites. The reason we limit our model in this
manner is to simplify the problems. In our model, we will look for communities in the different parts of the tripar-
tite network and identify the properties of these communities.
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Figure 2 E-commerce network analysis framework

To detect communities from tripartite networks, they are often projected into simpler unipartite networks and
then processed with conventional methods. In order to analyze multipartite networks, it is very common to study
a one-mode mapping of this original network. This approach is called one-mode projection [6, 26]. The multipartite
network is projected onto a one-mode network by dropping one of the two nodes sets and connecting two nodes
in the one-mode network if they share a neighbor in the multipartite network. This popular approach is necessitated
by the fact that many network measures cannot be directly applied to multipartite networks [16]. However, pro-
jection will lose the in-formation that original tripartite networks have [9]. As a way for solving this problem,
authors [1, 19] propose tripartite modularities that evaluate the qualities of the divisions of tripartite networks.
With these tripartite modularities, Murata and Ikematsu [14, 17] detect communities from tripartite networks. But
these methods still have some problems such as requiring a parameter, projection and computational cost. Defini-
tion of a community in n-partite networks is controversial. Barber [1] defines it as a set of vertices of arbitrary
vertex types.

= — z
e

—0 O
k/ﬁ-j

Figure 2 Examples of a tripartite network and a community structure

In our case, nodes in tripartite networks are called X (buyers), Y (price comparison sites) and Z (e-commerce
sites), (see Figure 2). M is the number of all edges and V is a set of all vertices in the tripartite network. VX is a set
of vertices that belongs to vertex set X. ;¥ is a set of vertices that belongs to vertex set X and also to communty .
CXis a set of communities in vertex set X. An adjacent matrix of a tripartite network is A, and its (i, j, k)-th element
is represented as A(i, j, k), where i € VX, j € V' and k € VZ. It takes three arguments because each “hyperedge”
always connects the three vertices from each of i € VX, j € V¥ and k € V2. A(i, j, k) takes 1 when vertices i, j and k
are connected with a hyperedge, and otherwise it takes 0.

In this paper, we use the approach for community detection which is based on the Girvan-Newmann algorithm
[12], which is also a hierarchical method with modularity measure used to detect communities in complex systems.
Modularity is one measure of the structure of networks or graphs. It was designed to measure the strength of
division of a network into modules (also called groups, clusters or communities).
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Girvan-Newman modularity is not appropriate for evaluating divisions of tripartite networks. Because it eval-
uates the density of edges within each community, but in the case of tripartite networks, there is no edge that
connects the vertices of the same type. If a tripartite network is projected into unipartite or bipartite networks,
Girvan-Newman modularity or other bipartite modularity can be applied [8, 19]. But the projection will lose the
information that original tripartite network has [17, 18]. Murata extended Girvan-Newman modularity for tripartite
networks so that no projection is required [17]. We have used the original Neubauer’s form of tripartite network
modularity [19] which evaluates the density of connections between communities of different vertex types, not
within communities:

Qv = 21 Zm Zn Qumn = X1 Zon 2o Vi (€imn — a1 apa) . 1)
tinn = 3 (432 + L2+ 20} @
where:
€imn = 2:LeV, Zjev,’,'L ZkeVnZA(i'j' k), (3)
af = Tmecr Tnec? Cimn = 5 Lievx Ljev? Zievz AL, ) | @
ah = Tmeck Znec? Cimn = Lievx Xjevy Dievz AGLJ k) | (5)
A = LmecX LnecY Cimn = iZievx Yjevy Levz AQLJ, k) - (6)

The used procedure has the following steps:

1. Atfirst, all vertices are assigned randomly to different communities. Neubauer’s tripartite modularity Qw is
computed.

2. For each part of the network X, Y and Z, repeatedly for all possible combinations of community Qy is com-
puted.

3. The community pair, where the increase of Qy is the highest, is merged.

4. Step 2 and 3 are repeated. If the value of Qn will not increase with any merging, the established community
will not be changed.

5. The values of maximum Qu during the above processes are selected as the result of community detection.

Community search in our tripartite network is easier in this case as price comparison sites (part Y) are considered

as individual specific communities. We have performed our experiments on PC with Core i7-2600 3.4GHz CPU,

16GB RAM, and we have used Python 2.7 with the NetworkX software package.

The statistics of detected communities are shown in Table 1. The numbers of users, price comparison sites
and e-shops are 355, 5 and 124, respectively. The total numbers of vertices and edges are 2458 and 854, respec-
tively. The Neubauer’s tripartite modularity value is 0.48. The statistics of detected communities are shown in
Table 1. The rows represent users, tags and web pages, respectively. The columns represent the number of com-
munities, the average size of communities, and the average numbers of correspondences per community. The
values in the last column are much bigger than 1, which means that there are many-to-many correspondences
among communities [18].

Number of Average size of Average number of
communities communities correspondences per community
User 160 2.2 5.14
E-commerce 40 3.1 4.85
sites

Table 1 Statistics of detected communities (parts X and Z in Figure 2)

3 Results and discussion

We performed experiments with synthetic tripartite networks. These networks had known community structures.
Synthetic networks in our experiments have scale free properties just like many real networks. The graph model

51



Mathematical Methods in Economics 2017

described above provides simple expressions for properties such as cluster size, but its use of random edge place-
ment neglects some significant aspects of social networks. In particular, random edges do not correctly account
for local clustering of social networks: two nodes linked to a third are significantly more likely to have a link
between them than expected from random edge choices [20]. Thus, it is important to evaluate inference capabilities
using more realistic networks. One approach involves graph models incorporating additional aspects of social
interactions such as transitivity [22].

The random graph model allows estimating the likely extent of the largest cluster based on observed preference
correlations among neighbors of a few people who express interest in a resolve. This model is less informative for
distinguishing cluster size as the largest component size shows a gradual increase with preference correlation. The
semantics of the links in a network affect the cluster size, indicating the importance for e-commerce applications
of eliciting the type of relationship a link entails, which is not made explicit on most social network sites [13].
Thus, depending on the application, a vendor could select a type of link more or less likely to give large clusters
of consumers with similar preferences for particular products or bundles. Large clusters could facilitate word-of-
mouth marketing while small clusters could be useful for surveys to sample a variety of opinions less likely to
influence each other. The latter is particularly relevant in using social networks since such sites often promote
users learning about others' activities and preferences via their links in the network.

One may also wonder if the degree of a bottom vertex (in X part) in the tripartite graph and the classical version
of the same graph are related. The degree of a vertex in the classical graph is the sum of the degrees of the top
vertices to which it is connected in the tripartite graph, minus the number of vertices in common in the neighbor-
hood of these vertices. One can easily be convinced that this overlap between neighborhoods, if any, can have a
great impact on the degree distribution. To deepen this notion of overlap, one can observe the correlation between
the bottom vertex degrees in both tripartite and classical version of the same graph.

4 Conclusions

We have explored a modularity appropriate for tripartite networks using edge clustering. Experimental results on
synthetic networks show accuracies of the proposed method. Since the used method is not deterministic, detailed
analysis of detected communities, such as comparing them or visualizing them, are left for our future work. How-
ever, we found out that further speedup is needed for much larger scale tripartite networks.

A significant challenge for inference with networks is the available information is only an approximation of
people's relationships and preferences. For use of social networks in e-commerce, the network information could
be incomplete and out of date, that is, noisy. Thus, in practice, evaluating the usefulness of network-based inference
for e-commerce requires understanding the consequence of errors in the data. Fortunately, mechanisms relying on
aggregated information from social networks are somewhat robust: performance degrades gradually rather than
abruptly with noise. In such cases, estimates of consumer interests based on approximate network information is
beneficial compared to not using the information at all. Evaluating the amount of noise in online networks and its
effects on mechanisms relying on those networks is an important direction for future work.

A further challenge arises from the using real networks data about e-commerce. While available online net-
works can include thousands or millions of users, and thus give strong statistical correlations, detailed information
on why users form links is usually lacking. Thus, it is difficult to distinguish links arising from prior similarity
from influence of linked individuals creating similar preferences. In our future work, we want to explore further
insight into the network of interest and make a more dynamic analysis of the network possible.
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Fuzzy Discretization for Data Mining
Petr Berkal

Abstract. Data preprocessing or data preparation is the most time consuming and
most laborious step in the whole data mining process. The reason for data prepro-
cessing is twofold; it is necessary to select (or create) from available data character-
istics relevant for given data mining task, and to represent these characteristics in a
form suitable for selected data mining algorithm. Among the typical data operations
performed in this step discretization of numeric attributes plays an important role as
algorithms for creating either association or decision rules cannot handle numeric at-
tributes directly.

Different approaches to discretization can be used. Equidistant or equifrequent dis-
cretization are typical examples of so-called “class-blind” methods since they deal
only with the discretized attribute. Another group of discretization are “class-
sensitive” methods; the fact that the examples (objects) belong to different classes is
taken into account here. The discretization procedures typically generate sharp
boundaries (thresholds) between intervals.

The paper describes a class-sensitive discretization method where the boundary be-
tween intervals is defined using fuzzy membership function. The paper shows an
experimental evaluation of the proposed method on some benchmark data and also
compares the proposed method with more standard (i.e. crisp) discretization. A na-
Tve Bayesian classifier as well as a tree learning algorithm are used in the experi-
ments.

Keywords: data mining, discretization, decision rules, fuzzy intervals.

JEL Classification: C38
AMS Classification: 62C86, 62H30

1 Introduction

Data preprocessing or data preparation is the most time consuming and most laborious step in the whole data
mining process. The reason for data preprocessing is twofold; it is necessary to select (or create) from available
data characteristics relevant for given data mining task, and to represent these characteristics in a form suitable
for selected data mining algorithm. Among the typical data operations performed in this step discretization of
numeric attributes plays an important role. The discretization process turns quantitative data into qualitative data
by transforming numeric attributes into categorical ones. Discretization is necessary to perform for data mining
algorithms that cannot handle numeric attributes directly (typically algorithms for creating either association or
decision rules). But discretization can be also understood as a data reduction method since it maps data from a
huge range of numeric values to a significantly smaller number of discrete values (intervals). From the latter
point-of-view, discretization can increase the so-called class noise, i.e. situations where examples with same
values of input attributes (and thus undistinguishable by any data mining algorithm) belong to different classes,
but can improve the understandability of the classification models (rules, trees or Bayesian classifiers can be
better interpreted by domain experts).

Different approaches to discretization can be used. The basic distinction between them is whether they are
unsupervised (class blind), dealing only with the numeric attribute itself) or supervised (class sensitive) taking
into account the fact that the examples (objects) belong to different classes. Further differences between the
discretization algorithms are in:

e integration with machine learning algorithms (integrated or stand-alone as preprocessing tool);

e search strategy (top-down by splitting intervals or bottom-up by merging intervals);

o the impurity measure for evaluating potential intervals (entropy, information gain, x2 test, minimum classifi-
cation error);

e number of intervals (binarization or creating more intervals);

e stopping criterion (number of intervals, frequency of intervals, impurity of intervals).

A nice review of the differences between the discretization algorithms can be found in [5].

! University of Economics, Prague, Dept. of Information and Knowledge Engineering, W. Churchill Sg. 4, Pra-
gue 3, 130 67, berka@vse.cz.
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The rest of the paper is organized as follows: section 2 reviews most typical discretization methods, section 3
presents the fuzzy discretization algorithm, section 4 shows its empirical evaluation and section 5 concludes the

paper.

2 Related work

During discretization, the boundaries LBound;, UBound; of intervals Int; should be found that will cover the
range of the numeric attribute. In equidistant discretization, the boundaries can be defined as
LBoundi = Anin+d * i
UBound; = LBound; + d
(LBoundi:+1 = UBound;)

where Amin is the minimal value of attribute A and d is the width of the interval defined as (Amax— Amin)/K, where k
is the user-given number of intervals. In equifrequent discretization the boundaries can be defined as

LBound; =(f *i) ™. value
UBound; = =(f * (i+1)) . value
(LBound;i+1 = UBound;)

where f = (n/k) is the average frequency of an interval, n is the number of examples and k is the user-given
number of intervals. These are the typical examples of unsupervised discretization. As an example of supervised
discretization, let us consider the entropy based binarization as used in tree learning algorithm C4.5 [9]. Here, the
cut-point @ being UBound of the first interval and LBound of the second interval is found in such a way, that the
value

(A = A=

H(A(< 0)) +m

H(A( 9))

is the smallest one for all possible settings of & selected as a value (ax+1 — ax)/2 computed for two subsequent
values ax, a1 of the attribute A. Here n is the number of examples, n(A(<#)) resp. n(A(>6)) is the number of
examples having the value of attribute A smaller resp. greater than 6, and entropy for C classes, H(A(<®)) resp.
H(A(>6)) is defined as -2, pjlog pj, where j = 1,...C and pj is the relative number of examples belonging to class
J that have the value of attribute A smaller resp. greater than 6.

3 Fuzzy discretization
There are two good reasons to consider fuzzy discretization instead of crisp one:

1. Numeric attributes are usually continuous in their nature. This means in the context of data mining
tasks like classification or prediction, that small change in the value of such attribute should not re-
sult in an abrupt change of its interpretation (classification or prediction result),

2. Because the training set is finite (even if very large), the observed list of values of a numeric attrib-
ute is finite as well thus creating “gaps” in the sequence of consecutive values. The standard way
how to handle such a gap on the interval boundary is to assign the whole gap to one of the intervals
(this is e.g. the case of on-line discretization in C4.5 algorithm as implemented in weka) or to place
the interval boundary into the middle of the gap following the maximal margin hyperplane principle
of SVM. Again, fuzzy boundaries between adjacent intervals can better handle this situation.

3.1 The algorithm

The discretization algorithm was motivated by our rule-learning algorithm KEX. KEX performs symbolic empir-
ical multiple concept learning from examples, where the induced concept description is represented as weighted
decision rules in the form

Ant = C (weight)

where Ant is a combination (conjunction) of attribute-value pairs,

C is a single category (class),

weight from the interval [0; 1] expresses the uncertainty of the rule.
Interested reader should refer to [1] for more details on the KEX algorithm.
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We discretize each numerical attribute separately. The basic idea is to create intervals for which the aposteri-
ori distribution of classes P(C | Interval) significantly differs from the apriori distribution of classes P(C) in the
whole training data. This can be achieved by simply merging such values, for which most objects belong to the
same class. Within the KEX knowledge acquisition approach, this will lead to rules of the form

interval = C,
but this approach can be used for other learning algorithms, too.

The discretization algorithm is shown in Fig. 1. The algorithm performs a bottom-up search by merging ad-
jacent intervals that share similar class distribution. The process starts by considering each value a; of the discre-
tized attribute an initial interval. A class label is then assigned to each initial interval using the procedure AS-
SIGN. A special class label “UNKNOWN?” is used for situations, where the distribution of examples into classes
within initial interval does not significantly differ from the apriori distribution of examples into classes in the
whole training set. The procedure FUZZY-INTERVAL then merges adjacent intervals that have the same class
label ( step 3.1). The intervals with the “UNKNOWN?” label are then eventually treated as fuzzy boundaries of
intervals with “regular” class label (step 3.2). A trapezoidal membership functions are used to create the fuzzy
intervals.

The number of resulting intervals is controlled by specifying a threshold for minimal number of objects with-
in one interval, and in step 3.1 by assigning the label "UNKNOWN?” to less frequent intervals.

MAIN LOORP:

1. sort the values &; of the numeric attribute in ascending order;

2. for each value a; do
2.1.LBoundi := (ai1+ai)/2, UBound; := (ai+ai+1)/2
2.2.count the frequencies of each class and store the max frequency into maxfreq;
2.3.assign class label using procedure ASSIGN;

3. create intervals using procedure FUZZY-INTERVAL,;

ASSIGN:
if for the given value a; all objects belong to same class,
then assign the value to that class
else if for the given value the distribution of objects with respect to class membership signifi-
cantly differs (according to %2 goodness-of-fit test) from frequencies of goal classes,
then assign that value to the most frequent class
else assign the value to the class "UNKNOWN";

FUZZY-INTERVAL.:
3.1. if for sequence of values the majority class is the same,
then create the interval INT; = [LBound; ,UBound; ] from these values (with characteristic
function set to 1 in the entire range [LBound; ,UBound; ] ;
3.2.if the interval INT; belongs to the class "UNKNOWN"
then
if its neighbouring intervals INT;.. , INT;+1 belong to the same class
then create the interval by joining INTi.1 U INT; w INTis1 with characteristic
function set to 1 in the whole range [LBound;.1, ,UBoundi+1];
else create one interval by joining INTi.1 U INT; with characteristic function set

) X - LBoundj )
to 1 in the range [LBoundi , UBound;.;] and set to UBound; - LBound; for xin

the range [LBound; ,UBound; ], and second interval by joining INT; U INTi1
with characteristic function set to 1 in the range [LBoundi+1 ,UBound;.1] and

LBoundi - x )
set to UBound; - LBound for x in the range [LBound; ,UBoundi; ];

3.3. create continuous coverage of the attribute by treating ,,gaps* between intervals as intervals
of class "UNKNOWN?" (in the same way as in the step 3.2)

Figure 1 Fuzzy discretization algorithm
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When discretizing values of one numerical attribute of an object using our fuzzy discretization procedure, we can
obtain up to two categories (discretized values) with the sum of membership functions equal to 1. Thus, the orig-
inal example with one numerical attribute can be split (according to the value of this attribute) into two exam-
ples. Let us call such examples partial. This splitting of objects can be repeated for every numerical attribute.
The weight w(x;) of a partial example x; is

wix;) = [ Jaa; 0)
i

where 1, ; (x;;) is the degree of membership of value xi; to the interval A;.

LBound; UBound:-y LBound+1 UBound;

Figure 2 Fuzzy intervals

Let us assume, that the initial data contain an example
[ ... hair(black), temp(36.9), BMI(25.2), smoker(yes)... ].

If during the value temp(36.9), will be assigned to the interval temp(low) with p(x) = 0.8 and to the interval
temp(high) with u(x) = 0.2 and if the value BMI(25.4) will be assigned to the interval BMI(normal) with
n(x) = 0.3 and to the interval BMI(overweight) with p(x) = 0.7, then the original example will be split into
following four examples:

[ ... hair(black), temp(low), BMI(normal), smoker(yes)... ]: w(x)=0.8x0.3=0.24
[....hair(black), temp(high), BMI(normal), smoker(yes)... ]: w(x) =0.2x0.3=0.06
[ ... hair(black), temp(low), BMI(overweight), smoker(yes)... ]:  w(x) =0.8 x 0.7 =0.56

[ ... hair(black), temp(high), BMI(overweight), smoker(yes)... ]:  w(x) =0.2x0.7 =0.14

We can then use all such examples or only the example with the highest weight w(x) as the result of the dis-
cretization; this gives us two possible modes of discretization.

4 Empirical evaluation

We will demonstrate the functionality of the proposed fuzzy discretization on some benchmark data taken from
the UCI Machine Learning Repository [9]. The Australian Credit data set concerns credit card applications. All
attribute names and values have been changed to meaningless symbols to protect confidentiality of the data. The
Pima Indians Diabetes data concerns a medical screening of the Indians population living near Phoenix, Arizona,
USA. The diagnostic, binary-valued variable investigated is whether the patient shows signs of diabetes accord-
ing to World Health Organization. The iris data set is a famous data set prepared by R. A. Fisher in 1936. The
data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. The Japanese
Credit Screening database contains examples representing positive and negative instances of people who were
and were not granted credit, respectively. Basic characteristics of the used data are shown in Tab. 1.

We run the fuzzy discretization algorithm in both modes. All partial examples created by discretizing an
original example are used in the FULL mode, only the partial example with the highest weight w is used in the
MAX mode. To evaluate the discretization algorithm more thoroughly, we also use a crisp discretization and the
original data in the experiments. The crisp discretization differs from the fuzzy one in the function INTERVAL.
The CRISP-INTERVAL function shown in Fig. 3 is used instead of the FUZZY-INTERVAL function of the
discretization algorithm shown in Fig. 1.
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Dataset no. objects no. input no. classes freq. default
attributes majority class accuracy
(numeric/categorical)
Australian credit 690 6/8 2 56% 100%
Diabetes 768 8/0 2 65% 100%
Iris 150 4/0 3 33% 100%
Japan credit 125 5/5 2 68% 100%

Table 1 Characteristics of the used data

The effect of discretization was evaluated indirectly, by running a particular machine learning algorithms. As
the experiments were conducted on both numeric and categorical data, we need to use an algorithm that can
handle both types of data directly. We thus choose a decision tree learning algorithm. We run the experiments
using Rapid Miner, one of the most popular freely available data mining system. Rapid Miner can directly work
with partial examples, so no modifications to the tree learning algorithm were necessary and the experiments
were very straightforward. Tables 2 and 3 show the results of the experiments in the terms of overall classifica-
tion accuracy (the number of correctly classified examples divided by the number of all examples) obtained from
10-fold cross-validation for the decision tree algorithm and naive Bayes classifier respectively.

The experiments on the benchmark data do not show a clear picture but they seem to indicate that the dis-
cretization has a positive effect, i.e. it can improve the classification accuracy of both decision tree and naive
Bayesian classifier. When looking closely at the numbers in Tables 2 and 3, the max fuzzy strategy was the
“winner” in most of the experiments.

CRISP-INTERVAL.:
3.1. if a sequence of values belongs to the same class,
then create the interval INT; = [LBound; ,UBound; ] from these values (with characteristic
function set to 1 in the entire range [LBound; ,UBound; ] ;
3.2.if the interval INT; belongs to the class "UNKNOWN"
then
if its neighbouring intervals INTi.1 , INTi+1 belong to the same class
then create the interval by joining INTi.1 W INT; U INT;+1 = [LBoundi.,
UBound;:1];
else create the interval either by joining INTi.; U INT; = [LBoundi.1,,UBoundi]
or by joining INT; U INT;+1 =[LBound; ,UBound;.1] according to higher value
of x%
3.3. create continuous coverage of the attribute by by assigning LBound; := (LBound; +
UBound i-1)/2 and UBound i1 := LBound;

Figure 3 Creating crisp intervals

Decision Tree Classification accuracy

Data set original crisp  full fuzzy max fuzzy
Australian Credit 84.8% 84.2% 87.3% 80.9%
Diabetes 70.6% 75.0% 72.5% 77.0%
Iris 65.3% 96.0% 94.9% 98.3%
Japan credit 72.8% 70.2% 84.5% 72.7%

Table 2 Classification accuracy for decision tree algorithm

58



Mathematical Methods in Economics 2017

Naive Bayes Classification accuracy

Data set original crisp  full fuzzy max fuzzy
Australian Credit  64.1% 85.2% 86.6% 53.5%
Diabetes 75.3% 78.3% 78.4% 79.5%
Iris 95.3% 93.3% 94.7% 98.1%
Japan credit 75.2% 80.0% 80.2% 81.4%

Table 3 Classification accuracy for naive Bayes classifier

5 Conclusions

The paper describes a class-sensitive discretization method where the boundary between intervals is defined
using fuzzy membership function. The discretized values thus form a so-called fuzzy partition of the universal
set of the attribute.

We propose two strategies of fuzzy discretization of numeric attributes and compare them with a standard
discretization as well as with the original data. The comparison is based on running classifier algorithms (naive
Bayesian classifier and decision tree) and comparing their classification accuracies. As we run both classifiers
using the same (default) settings in all the experiments, the differences in classification accuracies are caused
only by different forms of discretization.
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Wages in the Czech Regions: Comparison and Wage Distribu-
tion Models

Diana Bilkoval

Abstract. This paper deals with the situation regarding wages in the individual re-
gions of the Czech Republic. Attention is paid to the context of employees' average
wage with other economic indicators, such as GDP per capita, unemployment rate,
average old-age pension, economic activity rate, average residential price and average
rent for apartment 3 + kitchen, all by individual regions. Cluster analysis is used to
obtain the regions similar to one another in terms of these variables. Methods of the
furthest neighbor, Euclidean distance metric and classification of the regions of the
Czech Republic into three, five or seven clusters are used in this cluster analysis. Wage
distribution models are constructed and mutually compared. Three-parametric lognor-
mal curves represent the basis of the theoretical distribution and parameters of the
distribution are estimated using maximum likelihood method. The accuracy of the
obtained models has been evaluated using Akaike and Bayesian information criteri-
ons. The prediction of wage level for individual regions for next two years is con-
structed using the time series analysis and exponential smoothing. Data concerning
the above indicators come from the official website of the Czech Statistical Office and
they cover the period since 2009.

Keywords: Cluster analysis, method of the furthest neighbor, Euclidean distance met-
ric, three-parametric lognormal curves, maximum likelihood method, modeling of
wage distribution by regions, prediction of wage level by regions, time series analysis,
exponential smoothing.

JEL Classification: C02, C10, C55, C38, C46, C13, C22
AMS Classification: 62H30, 60E05, 62H12, 62M10

1 Introduction

The main aim of this paper is to create the regions similar to one another in terms of employees' average wage and
other economic indicators, such as GDP per capita, general unemployment rate, average old-age pension, eco-
nomic activity rate, average residential price and average rent for apartment 3 + kitchen in 2015. The main variable
is gross monthly wage. There are annual data related to gross monthly wages in the year. For example, average
wage then represents average gross monthly wage during the year. Data for this research come from the official
website of the Czech Statistical Office (CSO).

The importance of clustering of the Czech regions according to the level of wages in the Czech regions lies in
providing information for the Government of the Czech Republic on the labor market situation in individual re-
gions of the Czech Republic. One of the causes of low wage level in the region is often high unemployment rate
in this region. This analysis may be an incentive for the Government of the Czech Republic about various socio-
economic measures and measures to promote employment growth and growth of wage level in the regions repre-
senting the clusters with the lowest wage level in order to narrow the gap between regions.

Cluster analysis was used to allocate the Czech regions into relatively homogenous groups according to the
mentioned economic indicators in these regions. Methods of the furthest neighbor, Euclidean distance metric and
classification of the regions of the Czech Republic into three, five or seven clusters are used in this cluster analysis.
Multivariate statistical data analysis, which are often used for processing economic data (see for example [8]), may
also include other multivariate methods of statistical data analysis, namely canonical correlation analysis. For
example, [7] or [9] deal with the special aspects of cluster analysis, [11] uses cluster analysis for clusters of EU's
regions according to demographic criteria. Cluster analysis is described in detail in [2].

Construction of wage distribution models for individual regions is no less important aim of this paper. The
development of wage distribution during 2009-2015 is watched. The issue of various approaches for the acquisi-
tion of robust parameter estimations of continuous probability distribution is quite widely solved in the statistical
literature now; see for example [10]. Three-parametric lognormal curves (see for example in [4] or [6]) represent

! University of Economics, Prague; Faculty of Informatics and Statistics; Department of Statistics and Probabil-
ity; Sg. W. Churchill 1938/4; 130 67 Prague 3; Czech Republic; e-mail: bilkova@vse.cz.
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the basic theoretical probability distribution and parameters of the distribution are estimated using maximum like-
lihood method. The substance of this method is explained in detail in [3] or [5]. The next aim of this paper repre-
sents the prediction of wage level for individual regions for next two years and it is constructed using the time
series analysis, see [1].

2 Results

Table 1 presents an official designation of the individual regions in the Czech Republic, which is derived from the
name of the appropriate county town.

Bohemia Moravia

Indi- Indi- Indica-
Region cation Region cation Region tion
Capital Prague Region A Usti Region U South Moravian Region B
Central Bohemian Region S Liberec Region L Olomouc Region (0]
South Bohemian Region C Hradec Kralove Region H Zlin Region Z
Pilsen Region P Pardubice Region E Moravian Silesian Region T
Karlovy Vary Region K Vysocina Region J

Table 1 Official designation of the individual regions in the Czech Republic

Number of classes

Three clusters Five clusters Seven Clusters
15t cluster A 15t cluster A 1t cluster A
2" cluster S 2" cluster S 2" cluster S
P P P
B B 3 cluster C
E E L
Z Z H
3 cluster C 3 cluster C J
K L 0]
U H 4% cluster K
L J 5% cluster U
H (0] T
J 4%t cluster K 6™ cluster E
0 5t cluster U Z
T T 7t cluster B

Table 2 Clusters of Czech regions — three, five and seven clusters

Table 2 provides an overview of the results of cluster analysis of the Czech regions (into three, five or seven
clusters) according to the wage level, GDP per capita, general unemployment rate, average old-age pension, eco-
nomic activity rate, average residential price and average rent for apartment 3 + kitchen. Figure 1 shows average
gross monthly wage in individual Czech regions in 2015. It is clear from Table 2 that the first cluster has only one
element (Capital Prague Region) in all cases. It follows from Figure 1 that it is region with the highest wage level
in the Czech Republic.

In the case of classification of the Czech regions into three clusters, five regions represent the second cluster.
There are the regions with higher wage level, which are Central Bohemian Region, Pilsen Region and South Mo-
ravian Region, and regions with lower wage level, which are Pardubice Region and Zlin Region. Remaining eight
regions fall into the third cluster. In the case of classification of the Czech regions into five clusters, the same five
regions as in the case of classification of the Czech regions into three clusters constitute the second cluster. The
third cluster has five elements, too. There are South Bohemian Region, Liberec Region, Hradec Kralove Region,
Vysocina Region and Olomouc Region, so regions with middle or low wage level. The fourth cluster has only one
region, which is simultaneously the region with the lowest wage level in the Czech Republic. This is Karlovy Vary
Region. The fifth cluster is presented of Usti and Moravian Silesian Regions. In the case of classification of the
Czech regions into seven clusters, the second cluster is presented of two regions, with the highest wage level in
the Czech Republic with the exception of Capital Prague Region. There are Central Bohemian Region and Pilsen
Region. The third cluster has five elements (South Bohemian Region, Liberec Region, Hradec Kralove Region,
Vysocina Region and Olomouc Region), the fourth cluster is presented of only one region with the lowest wage
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level in the Czech Republic (Karlovy Vary Region). The fifth cluster has two members, i.e. Usti and Moravian
Silesian Regions as in the case of classification only into five clusters. Pardubice and Zlin Regions represent the
sixth cluster and the seventh cluster has again one member (South Moravian Region).

This is evident from the results that people living in Prague have undoubtedly the highest standard of living as
far as the material aspect is concerned. The representation of individual clusters also depends greatly on the number
of clusters selected. For this reason, several cases of division of Czech regions into different number of clusters
were considered. However, the results obtained can be considered to be reasonably robust in terms of the mutual
similarity of the objects (regions) within each cluster. Too detailed grading reduces the clarity of the results ob-
tained and it is therefore undesirable. There are various methods for determining the optimal number of clusters in
cluster analysis. However, there is no definitive answer to the question of determining the optimal number of
clusters. The problem lies in that cluster analysis is basically an exploratory approach. Interpretation of the result-
ing hierarchical structure depends on the context, and there are often several solutions from the theoretical point
of view.

Figure 1 Placement of individual regions and average gross monthly wage (in CZK) in the Czech Republic
in 2015 by regions
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Figure 2 Development of model wage distributions — Capital Prague Region
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Figure 4 Development of model wage distributions — Karlovy Vary Region

Year
Region Est. 2009 2010 2011 2012 2013 2014 2015
Capital Prague Region 1 9,937 9,911 9,803 9,885 9,875 9,885 9,907
62 0,765 0,746 0,740 0,761 0,752 0,765 0,777
Central Bohemian Region v 9,426 9,443 9,342 9,366 9,412 9,467 9,512
o2 0,732 0,707 0,683 0,702 0,699 0,711 0,742
South Bohemian Region v 9,112 9,156 9,124 9,092 9,176 9,250 9,312
o2 0,701 0,688 0,633 0,633 0,627 0,632 0,668
Karlovy Vary Region 1 9,113 9,054 8,978 8,963 9,060 9,149 9,239
o2 0,737 0,627 0,686 0,635 0,577 0,616 0,670
Usti Region U 9,264 9,280 9,130 9,169 9,216 9,266 9,337
o’ 0,711 0,674 0,671 0,664 0,637 0,654 0,707
Pardubice Region v 9,225 9,168 9,105 9,118 9,160 9,231 9,306
o2 0,920 0,697 0,642 0,660 0,642 0,650 0,704
South Moravian Region 1 9,358 9,394 9,268 9,311 9,361 9,404 9,460
o2 1,028 1,025 1,028 1,027 1,018 1,014 1,009

Table 3 Estimations of parameters of three-parametric lognormal distribution using the maximum likelihood
method

Theoretical wage models using three-parametric lognormal curves and maximum likelihood method of para-
metric estimation were constructed for selected regions. The beginning of these curves is the minimum wage in
the year. Based on the results of cluster analysis with three clusters, one region from each cluster was chosen and
the development of probability density functions since 2009 was captured, see figures 2—4. These figures enable
some comparison of the development of wage distribution of the regions with the highest wages on the one hand
and with the lowest wages on other hand during the last seven years. We can see from these figures that wage
distributions with higher wage level are also distinguished by higher variability than those with lower wage level.
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In addition, wage distributions with lower level of wage are more positively skewed and they have also higher
kurtosis than those with higher wage level, see Figures 2—4. Based on the results of cluster analysis with seven
clusters, one region from each cluster was chosen again. Table 3 shows the remaining two parameters estimated
for seven selected regions. The accuracy of these models was evaluated using Akaike and Bayesian information
criterions.

Region Exponential Smoothing

Capital Prague Region Holt's Linear Exponential Smoothing with o = 0.4078 and B = 0.3739
Central Bohemian Region Brown's Quadratic Exponential Smoothing with o = 0.9999

South Bohemian Region Brown's Quadratic Exponential Smoothing with o = 0.9999

Karlovy Vary Region Brown's Quadratic Exponential Smoothing with o = 0.9982

Usti Region Holt's Linear Exponential Smoothing with o = 0.8761 and B = 0.2262
Pardubice Region Holt's Linear Exponential Smoothing with o = 0.9999 and = 0.1601
South Moravian Region Holt's Linear Exponential Smoothing with o = 0.8010 and p = 0.2262

Table 4 Exponential Smoothing by regions
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Figure 5 Holt's Linear Exponential Smoothing with o.=0.4078 and = 0.3739 — Capital Prague Region
X 1000
)

[ 7 e actual

37 —— forecast
4 o limi

3 95,0% limits

31
28 |- — ]

25 [ AT N S :

22

2008 2010 2012 2014 2016 2018

Figure 6 Brown's Quadratic Exponential Smoothing with o = 0.9999 — Central Bohemian Region

Region 2016 2017 Region 2016 2017
Capital Prague Region 35,708 35,896 Usti Region 25,450 25,717
Central Bohemian Region 29,629 31,468 Pardubice Region 25,155 25,454
South Bohemian Region 26,616 28,182 South Moravian Region 27,213 27,552
Karlovy Vary Region 24,385 25,087

Table 5 Forecasts of average gross monthly wage (in CZK) for 2016 and 2017 by regions

Table 4 and Figures 5-6 represent the methods of exponential smoothing used for predictions of average gross
monthly wage for 2016 and 2017 by regions in Table 5 for seven selected regions. The suitable exponential
smoothing was chosen using interpolation criteria. We can see from Table 4 that only Holt's Linear Exponential
Smoothing and Brown's Quadratic Exponential Smoothing were used as the most suitable for construction of the
predictions. We can expect the growth of wage level in all Czech regions for the future period, which is in agree-
ment of awaiting of the economists.
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3 Conclusion

It follows from the obtained results that Capital Prague Region has a specific position in view of other Czech
Regions. This region is clearly best in terms of monitored economic indicators. People in Central Prague Region
have the highest wages and people in Karlovy Vary Region have, on the contrary, the lowest wages. The average
gross monthly wage of the employees in Central Prague Region was 36,371 CZK in 2015, and in the Karlovy Vary
Region it was only 24,119 CZK in the same year. Dwellers of Central Bohemian region have relatively high wages,
which average was 27,997 CZK in 2015. Pilsen and South Moravian Regions are characterized by relatively high
wage levels, too. There are on average 27,013 CZK in Pilsen Region and 27,051 in South Moravian Region in
2015. However, counties with high wages are also at the same time characterized by relatively high gender wage
gaps. It follows from the obtained time series of average gross monthly wage that we can expect the growth of
wage level in all Czech regions. We can await rather quick wage growth in Central Bohemian Region, South
Bohemian Region and Pilsen Region in 2016 and 2017. In other regions, including Capital Prague Region, the
wage growth will be rather slow during the following two years.

The average wage currently grows in the Czech Republic. The shortage of workers is above all the wage
growth. Firms are so forced to lure the employees for rising wages. The moving is one way to get a higher gross
wage for the same job. Wage level very differs in the Czech Republic. The lowest wages are reported by people
in the Karlovy Vary Region. On the contrary, they are the best in the Capital Prague Region, where the average
wage is almost of ten thousand higher than the national average. Prague wages are seemed to belong to another,
richer state. The reason for this fact can consist in the higher productivity of the local population, focusing on the
progressive fields of finance and informatics. A policy of the firms may play some role, which often produce in
out of Prague regions, but they add up the profits in the capital, where they have their headquarters.

When moving, it is possible to have a higher gross monthly wage for the same or similar work. At the same
time, however, it is necessary to take into account the different living costs in individual regions and cities. Monthly
housing expenses are particularly different. The costs of purchasing one's own flat are considerably higher in the
Capital Prague Region than in other regions. Rental costs are also higher in the Capital Prague Region. When
looking for a new job in another region, it is necessary to anticipate this situation in advance.
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Study Results at Faculty of Management

in JindFichav Hradec
Vladislav Bina', Jif{ P¥ibil?

Abstract. A contemporary demographical shift in the cohort of applicants for uni-
versity studies and Bachelor Degree students shows a significant change of behavior
and demands a change of strategy in university marketing. In recent years we have
observed in most Czech universities that applicants are required to pass lower thresh-
olds than in the past in order to be admitted, or rather frequently even start their studies
without a requirement to pass any entrance exams. Moreover, university students more
frequently fail to finish their studies, or extend their study period, which is particularly
noticeable in the blended learning form.
Since the numbers of students represent a basis of an important part of university fund-
ing, this paper aims to analyze the most important factors influencing study results of
university students. The study data is mostly categorical; thus we search for important
factors affecting the results of study and analyze dependency structure of students’
achievements during their studies using the apparatus of compositional models.
The compositional models rank among the means of probabilistic modeling and
present an alternative capable of representing and modeling dependency structures
without the necessity to employ graphical apparatus of directed acyclic graphs (unlike
the Bayesian networks confusingly hinting at non-existing causal relations).

Keywords: Faculty of Management, study results, blended learning, probabilistic
dependency structure, compositional model.

JEL classification: C18,C65,121
AMS classification: 68T30,62H20,62P25

1 A Piece of Motivation

The presented paper aims to contribute to the analysis of data concerning Bachelor Degree students studying (since
2011) in a rebuilt modularized study program. Since the issue of study problems, factors affecting probability of
successful graduation and results in particular subjects are complex, we significantly simplify the analysis and fo-
cus only on determinants of study results in particular compulsory subjects. In order to simplify our considerations,
we also exclude language subjects and sports, which do not appear to be problematic and are successfully finished
by almost every active student.

Study results in the particular subjects are represented by categorical grades on a standard grading scale used
by the University of Economics, Prague. The student receives a grade of ‘1’ for outstanding performance with
90-100 points, a grade of 2’ for a very good result of 75—89 points, a grade of ‘3’ for good results between 61-74,
a grade of ‘4+’ for insufficient results with possibility of repetition between 50 and 59 points, and ‘4’ for students
failing with less than 50 points. In the case of state exams, students cannot obtain a ‘4+’ grade (but in the case of
failure they can repeat twice). Prerequisite courses are finished with “Z’ in the case of successful completion and
by ‘NZ’ in the case of failure. Special category ‘-’ is reserved for students who did not show at exams and ‘O’ for
excused unsuccessful ending.

As we mentioned above, the studied topic is rather complex and very often concerns unobserved (or even
unmeasurable) factors. Therefore, we study a simplified variant of the problem and, thanks to the categorical
nature of the study data, it is natural to employ means of description used for multidimensional problems of
uncertain character. These are usually handled using multivariate probabilistic tools.

The data file concerns 1,827 Bachelor Degree students and we study 24 important factors and their dependence
structure. It is obvious that it is impossible to sample a multivariate distribution with 24 categorical variables. In
the case of dichotomic variables it would mean to estimate more than 16 million table cells; our situation is even
worse. Therefore, it is important to construct a multidimensional model which can be composed from marginals
of lower dimensions. This can be done using a compositional model, which is a probabilistic model capable of

'University of Economics, Prague, Faculty of Management, JaroSovské 1117/11, 37701 Jindfichiv Hradec, Czech
Republic, bina@fm.vse.cz

2University of Economics, Prague, Faculty of Management, JaroSovska 1117/11, 37701 Jindfichiv Hradec, Czech
Republic, pribil@fm.vse.cz
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representing and modeling dependency structures without the necessity to employ graphical apparatus of directed
acyclic graphs (unlike the Bayesian networks confusingly hinting at non-existing causal relations). For basics
of the theory of compositional models see, e.g., Jirousek [7] and Bina and JirouSek [5]. For the construction of
compositional models we use an adaptation of statistical structure learning principles based on the likelihood ratio
test of independence (see Agresti [1]) and its important property of decomposability (in context of compositional
models see, e.g., Bina [3] or [4]).

2 Notions and Methodology

As sketched above, the structure learning can be based on the so-called neighborhood structures of decomposable
compositional models (see [4]) and on the decomposability of a likelihood criterion usable for local computation in
the process of (sub)optimal search in the space of decomposable compositional models (see [3]). Let us summarize
the most important properties essential for the formulation of the structure learning algorithm.

For K C N, symbol x(zk) denotes a |K|-dimensional distribution of variables from the system Xx =
{X;}ick, which is defined on all subsets of a Cartesian product X = X;cxX;. In order to keep the notation
simple, symbol k(z k) is also used to denote a value of probability distribution « at the point z i . For L C K the
symbol k(zr,) denotes the corresponding marginal distribution.

2.1 Composition

Two multidimensional distributions can be composed in the following manner (embedding a relation of conditional
independence between groups of variables).

Definition 1 (Operator of composition). For two distributions x € II®) and A € II(X) such that k(zxnr) <
Mz knL), their composition is defined by the formula

K(rr) > Mop) = k(xr) Mz | TrAL)-

Here the symbol < stands for the relation of dominance (also referred to as absolute continuity).

The operator of composition can be iterated and the result of the repeated application to the sequence of
low-dimensional distributions is (if defined) a multidimensional distribution. The resulting multidimensional dis-
tribution £ is so-called compositional model

R=(..((ki>K2)>K3)>...)D> K.

Because of its properties, this model can be written as a plain sequence of low-dimensional distributions (a gener-
ating sequence), where only sets of variable indices are noted k = (K;eKoe ... eK}), for the sake of simplicity.

2.2 Neighborhood Structure

The class of decomposable models corresponds to an analogous subclass of undirected graphs and, in the case of
compositional models, we can also introduce its definition using the running intersection property (RIP); see, e.g.,
Koller and Friedman [8].

Within the class of decomposable compositional models, we can introduce a neighborhood structure given by
the following pair of assertions (Theorems 1 and 2).

Theorem 1. For any decomposable model & = (K10Kse ... 0K} ), (with the exception of the independent model
as a product of one-dimensional marginals) there exists a decomposable model &' = (KjeKje ... 0K],), where

one additional conditional independence relation is introduced between a pair of variables which appear (as a
whole) in only one set of indices K; (i € {1,...,k}).

Theorem 2. For any decomposable model i = (K10Kye...eK}), (non-trivial, i.e., embedding at least one
conditional independence relation), there exists a decomposable model ' = (K{eKje ...eK,,),, such that there

exists a pair of variables which are conditionally independent given the rest of variables in the model in the case
of model k, but not in the case of model &/'.

For further clarification of notions, proofs and simple examples, see again [4].
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2.3 Likelihood-ratio Statistics

For testing whether the compositional model & sufficiently faithfully approximates the original data distribution
(both with variables from X ), the likelihood-ratio test statistic is defined by the formula

2-9 Z k(zk)log M)

T €EXK (xK)

and, under certain conditions, has x2 distribution with the appropriate number of degrees of freedom (see above).
In the case of a likelihood-ratio statistic, the sample large enough for the approximation of x? distribution is usually
considered when the sample is at least five times larger than the number of cells in a contingency table [1].

2.4 Decomposition of Likelihood-ratio Statistic

Now we shall take an advantage of the decomposability of models in order to decompose® the G? test statistics.
This method employs the neighborhood structure of decomposable models as described in Theorems 1 and 2.

Using the properties of logarithm, we can take advantage of neighboring models and arrive at formula

H(zK,i\{é,m})H(xKi)
k(T (0y)R(T RN\ {m))

G =Gi+2 ) klrk,)log (1)

r€XK;

which allows the enumeration of the likelihood-ratio statistic using a pre-computed value of the neighboring model
and employing only local computations.

2.5 Degrees of Freedom for Likelihood-Ratio Decomposition

The number of degrees of freedom for the likelihood-ratio statistics in the model & are given by formula

n

df:Hrk—l—Z H r; —1]- H T

k€K i=1 \jeK\U; JEK;NU;

where symbol r; denotes the number of categories for the corresponding variable. If we introduce a new con-
ditional independence relation among the pair of variables with indices ¢, m € K, the change in the number of
degrees of freedom Adf can be computed from the previous values as follows

Adf=(re—1)(rm—1) ] 2)

JEK\{¢,m}

This change in the number of degrees of freedom for neighboring models (after introduction of one additional
conditional independence relation) is in agreement with the results obtained in the case of hierarchical log-linear
models and Bayesian networks [1, 9].

2.6 Akaike Information Criterion

The test statistic itself does not contain information about the number of parameters used for the representation of
the model. This information is, in the case of hypothesis testing, employed in the form of degrees of freedom. But
in the 1970s, , the Akaike information criterion was formulated on the basis of the parsimony principle(see [2]). It
can be expressed in a form using likelihood-ratio statistics

AICq = G? — 2. df

where G? is the likelihood-ratio and df is the number of degrees of freedom.

Now, in the case of neighboring decomposable compositional models, thanks to the above-expressed Formu-
lae (1) and (2) we can again locally compute the value of Akaike information criterion and use it for search among
models.

3The word decomposable (decompose) is used here in an ambiguous manner; it has two different meanings. The
decomposability of a model is a structural property (characterizable by the RIP property). But the decomposability
of a test statistic means the possibility to perform only local computations and hence take advantage of previous
computations in the process of searching for a suitable model.
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2.7 Suboptimal Search among Decomposable Models

The search algorithm uses a simple idea of limiting the number of decomposable models tested in each iteration to
a certain limit k. The algorithm is based on the use of neighborhood theorems 1 and 2.

Suboptimal search using the test criterion algorithm starts with the saturated model (with no conditional inde-
pendence relation introduced) and then the three steps described below follow.
1. Generate all possible decomposable models with one additional conditional independence relation between a
pair of variables.
2. Choose k models with the lowest values of the criterion.
3. Repeat steps 1 and 2 as long as the values of the criterion decrease.

Obviously, we obtain only a suboptimal solution due to the greedy character of the algorithm, since it does not
search the entire space of decomposable models.

3 Study Data 2011-2016

In the presented paper we analyze anonymized data from the university information system InSIS concerning 1827
Bachelor Degree students of a management study program on Faculty of Management in Jindfichtiv Hradec in
the years 2011-2016. For the sake of clarity, we cover only results of obligatory subjects (without languages and
sports). Le., the analysis comprises the factors and obligatory study subjects summarized in Table 1.

Variable name Meaning Values

Gender Gender of the student female, male

State Citizenship of the student Czech Rep., Slovakia, Ukraine, other
Form Study form face-to-face, blended learning
HS type Type of secondary school Gymnasium, Business Academy, other
61APDO Data Analysis and Presentation 1,2,3,4+,4,—-,0

61EKA0Q Business Economics 1,2,3,4+,4,-,0

61EKMO Economics for Managers 1,2,3,4+,4,-,0

61FIMO Finance for Managers 1,2,3,4+,4,-,0

61INMO Informatics for Managers 1,2,3,4+,4,-,0

61MANO Management 1,2,3,4+,4,-,0

61MATO Mathematics for Managers 1,2,3,4+,4,-,0

61MKTO Marketing 1,2,3,4+,4,-,0

61MLZ1 Human Resource Management 1 1,2,3,4+,4,—,0

61MNDO Managerial Skills 1,2,3,4+,4,-,0

61MOPO Operations Management 1,2,3,4+,4,-,0

61MPRO Project Management 1,2,3,4+,4,-,0

610MPO Operations Man., Processes and Supply Chains  1,2,3,4+,4,—,0

61PRAO Law for Managers 1,2,3,4+,4,-,0

61SMDO Study and Managerial Skills 1,2,3,4+,4,-,0

61SOCO Sociology 1,2,3,4+,4,—-,0

61UZDO0 Accounting and Tax Bases 1,2,3,4+,4,-,0

61ZPCO Basic PC skills (prerequisite test) Z.N7Z,-,0

61ZSMO0 Basic Secondary School Math. (prereq. test) Z.NZ,-,0

61BPMN Bachelor’s Thesis Defense 1,2,3,4,-,0

61SZBM Major Field State Exam 1,2,3,4,-,0

Table 1 Obligatory subjects and other analyzed factors

3.1 Results of Structure Learning

The procedure of the structure learning was started with the full model (without any conditional independence
relation). It continued with 236 steps of accepted model simplification, with the resulting model characterized by
G? = 44,569.5; df =8.8-10'7;

AIC = —13,609.9;  Aarc = 4,485.1.

69



Mathematical Methods in Economics 2017

The resulting suboptimal solution consists of 21 marginal distributions given by the variables listed in Table 2

(Gender,Form,HStype,61SZBM)
(Gender,Form,6 IMNDO,61ZPC0)

(Gender,Form,61EKA0,61SZBM)
(Gender,Form,6 1MPR0,61SZBM)

(Gender,Form,61FIMO0,61ZPCO0)
(Gender,Form,61SZBM,61UZDO0)

(Gender,Form,61SZBM,61ZPC0)  (State,Form) (Form,61SZBM,61ZSM1)
(Form,61BPMN,61SZBM) (61APD0,61SZBM) (61EKMO0,61ZPCO0)
(61INMO0,61ZPCO0) (61MANO0,61ZPC0) (61MATO0,61SZBM)
(61MKTO0,61ZPC0) (61MLZ1,61ZSM1) (61MOP0,61SZBM)
(61PRA0,61ZPCO0) (61SMD0,61ZPC0) (61S0C0,61ZPCO0)

Table 2

The list of variables defines a set of low-dimensional distributions and can be depicted by a hypergraph for the
sake of visualization. But since the hypergraph would contain 21 hyperedges in our case, the depiction could not
be clearly arranged. Therefore, we decided to visualize the structure of the model using an (ordinary) undirected
graph (see Figure 1). In such a graph, marginals are represented by cliques (maximal sets of vertices with edges

connecting each other).

lZY S’ Mo
61UZDO 61MOPO
IERD
E1EKAQ N\ 61BPMN
81 INMO V‘
61FIMO
81MANOQ
B1ZSMi
B1MKTO
81MLZ1
81PRAD
61SMDO 61S0C0 81MNDO HS type State

Figure 1 Graphical representation of the resulting compositional model.

3.2 Interpretation of Two Interesting Results

Within the limited space of the presented paper, let us show several interesting results. Table 3 represents one of the
building stones of resulting compositional models, particularly, conditional distribution for the relation between
the state and study form of students.

Form Czech Rep. Slovakia Ukraine Other
Blended learning 0.421 0.329 0.278  0.388
Face-to-face 0.579 0.671 0.722  0.612

Table 3 Dependence of chosen study form on state.

We can see that the blended learning form is more usual in the case of Czech students; the lowest frequency
appeared in the case of students from Ukraine. The possible reason is that the cohort of students completing their
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university studies at a higher age come nearly only from the Czech Republic. Other blended learning students are
those who, at an age of about twenty, need to work because of insufficient financial resources of their families.

Let us show one other interesting difference for the students in face-to-face and blended learning forms. Table 4
shows different grades obtained in Bachelor’s thesis defense and the major field state exam in both forms of study.
As expected, face-to-face students appear to be slightly more successful and obtain better grades. The difference
is more significant in the case of the state exam.

Face-to-face Blended learning
61BPMN 61BPMN
61SZBM 1 2 3 4 Sum | 61SZBM 1 2 3 4 Sum
1 0.035 0.021 0.007 - 0.063 | 1 0.029 - - - 0.029
2 0.196 0.231 0.098 - 0524 | 2 0.059 0.147 0.176 - 0.382
3 0.098 0.140 0.133 0.007 0.378 | 3 0.235 0.118 0.118 0.029 0.500
4 - 0.028 0.007 - 0.035 | 4 - 0.029 0.059 - 0.088
Sum 0.329 0.420 0.245 0.007 1.000 | Sum 0.324 0.294 0.353 0.029 1.000

Table 4 Dependence of results in ‘Bachelor’s Thesis Defense’ and ‘Major Field State Exam’ on study form.

4 Conclusions

We presented simplified study data of Bachelor Degree students from the Faculty of Management in Jindfichiv
Hradec using the apparatus of probabilistic compositional models. This approach makes use of significant compu-
tational advantages of decomposable compositional models, decomposable test criterion and performing of local
computations in the algorithm searching within the space of possible compositional models. A significant simplifi-
cation of the data file and reduction of the set of factors affecting the resulting model rank among the drawbacks of
the presented results. Moreover, the presented algorithm is a basic one and suffers from both its greedy character
and its start from the full (saturated) model. As such, the algorithm can be employed as a starting one and the
results can be made more accurate taking advantage of both neighborhood theorems in a more sophisticated (e.g.,
oscillating) approach.

Besides the resulting model, we have shown several interesting observations following from the structure of the
data. But it is apparent that the space dedicated to this conference paper does not provide the possibility to work
further with the resulting model and to present the operations of marginalization, conditioning and intervention.
Theoretical framework for such operations was published in Bina and Jirousek [6].
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Selection of the suitable building savings in the Czech

Republic using multicriteria evaluation method
Adam Borovicka®

Abstract. Building savings is one of the most favorite saving products in the Czech
Republic. The purpose of that product is ongoing savings of free financial resources
for future consumption, eventually for getting a loan. Building savings is offered by
many banks in our country. Apart from a given state contribution, other characteristics
(deposit or loan interest rate, account management fee, contract fee etc.) can be dif-
ferent among the banks. All relevant criteria should be taken into account in the pro-
cess of the building savings selection in order to make a responsible and judicious
decision. To choose the most suitable building savings, | propose to apply the quanti-
tative approach of multicriteria evaluation of alternatives. For this purpose, enhancing
modifications and combinations of ELECTRE | and ELECTRE |1l methods are intro-
duced. In the practical part of the paper, two savings strategies are specified
(with/without purpose of getting a loan). For each strategy, the most suitable alterna-
tive of building savings is selected from the group of building savings of ten (savings)
banks in the Czech Republic by the introduced method. The different results are ana-
lyzed discussed.

Keywords: building savings, ELECTRE methods, multicriteria evaluation.

JEL Classification: C44, G11
AMS Classification: 90B50

1 Introduction

Many people in the Czech Republic responsibly think of their future financial needs. These needs could be invoked
by important investment (e.g. in housing, car), more usual consumption (electronics, clothes etc.) or financial old-
age security. For these purposes, free financial resources must be continuously saved. One way of savings money
is through a well-known product building savings. It is a type of savings which is contributed by the state. Namely
therefore this product is very popular in the Czech Republic. Moreover, the survey of the agency International
Business & Research Services for Association of Czech Building Savings Banks [15] confirms the ever-increasing
demand for this product in the Czech Republic.

In the Czech Republic, ten (savings) banks offer the building savings product. These products can have various
parameters. Then the fundamental question is which product is the best for the client. Selection of the most suitable
building savings is the main aim of this article. In practice, many people arrange the building savings without more
detailed analysis by the bank where they have their current account. This way is easy and too little time-consuming.
The main disadvantage of this approach is that some better alternatives can be omitted. Other often negative aspect
of the building savings selection is that the clients are not usually interested in all important characteristics of this
product. They usually see only attractive state contribution and there's an end of it! To eliminate these abuses,
| propose the complex quantitative multicriteria analysis of all available building savings in the Czech market.

To fulfill the aim, the multicriteria evaluation method is introduced. The algorithm of this methods is signifi-
cantly affected by the well-known ELECTRE | and ELECTRE |1l methods. Modifications and combinations of
these methods assist to make a reasonable decision in this concrete situation. Used method must be able to select
“the best” alternative (eventually to divide in “good” and “bad” alternatives), or to make a ranking of alternatives
on the basis of all selected characteristics. Because the most clients are outsiders, the method must be comprehen-
sible for a wider range of users. The practical part of this article tries to represent as many real cases as possible.
Therefore two typical cases are specified. One of them is the client whose primary aim is the yield from the deposit.
The second typical client plans to get a (smaller) loan from the building savings in the future. It is expectable that
these different preferences can affect a selection. The proposed multicriteria method satisfying all aforementioned
requirements is applied to both strategies. The different results are analyzed and disccused.

The structure of this article is as follows. Introduction is followed by the section containing a treatise of mul-
ticriteria evaluation method that is proposed for building savings selection (hot only) in the Czech Republic. This
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real problem is described in Section 3. The evaluative criteria are specified. Two types of client and their prefer-
ences are determined. After data collection, the suitable buildings savings are selected. In the end, the article is
summarized and some stimulations for future research are outlined.

2 Multicriteria evaluation method

In a few last decades, many multicriteria evaluation methods have been developed. These methods can be classified
by the principle of evaluation of alternatives into 3 groups. One of them is created by methods using the utility
function (WSA, AHP, ANP) [see more e.g. 4]. Another large group contains the multicriteria evaluation methods
based on the concept of minimization of a distance from the ideal alternative. The best-known method is apparently
TOPIS [5]. These methods differentiate in the applied metric. The third good-sized group is represented by meth-
ods using a concept of the preference scoring relation. The well-known are AGREPREF method [7], group of
methods ELECTRE (e.g. ELECTRE | [13] and 11l [14]), or PROMETHEE (e.g. PROMETHEE | and Il [1]).
Besides the “basic” mentioned methods, another multicriteria evaluation methods are known. Of course, some
methods are variously modified, improved or combined (in normalization technique, importance of criteria, fuzz-
ification or stochastic input data) mostly due to solve a real decision making problem satisfactorily. Analogous
way is also chosen in this article.

Each method has usually some advantages and disadvantages which are related to the form of algorithm and
its applicability in the real decision making situation. Firstly, the construction of the utility function can be difficult
for many users because the utility can be too abstract and impalpable concept for them. On the other side, a deter-
mination of the utility is sometimes simplified by the integrated formulae in the algorithms. Secondly, the distance
measurement concept is mostly better comprehensible. But the result can be very vulnerable to the used technique
of distance calculation. Thirdly, many methods based on the preference scoring relation require information from
a decision maker in the form of the threshold value(s) which can be problematic namely for less experienced users.
From the perspective of my practical problem, the third group of methods is preffered. The first two group of
methods usually provide a ranking of alternatives. But it is not the main aim of the specified problem. The client
primarily wants to know “the best” alternative, eventually “good” and “bad” alternatives. The full ranking can be
a supporting information. However, this is rather only slight benefit of methods from the third group. More essen-
tial fact is that many methods from the first two groups (e.g. WSA or TOPSIS) use the normalization technique of
the criteria values which distort the original data (especially relative relationships among them).

After research of the multicriteria evaluation methods, | decided to apply the method based on the preference
scoring relation. Inspiration was namely in ELECTRE | and ELECTRE |11 methods. Some parts of the algorithms
are taken over, some are improved and combined. The result is a method that can divide the alternatives in “good”
and “bad”, to select “the best” one, as well as to make their ranking. Any additional information (threshold values,
specification of the utility function) from the users is not demanded. Normalization technique does not distort the
input data. Another advantage is that the algorithm of this method is user-friendly. Its implementation is quite
easy. In this article, the emphasis is on a solving of real decision making problem, so the algorithm of multicriteria
evaluation method is described only briefly in terms of a few following steps.

Step 1: Let Y =(y;) be the matrix with the elements y; (i=1,2,...,n; j=12,...,k) representing the evaluation of
the i-th alternative by the j-th criterion. Importance of the j-th criterion is quantified as a weight w; . Asin ELEC-
TRE 11, the following couple of sets of the criteria indices for each couple of alternatives is specified

lie; ={rv5| Vi > Vi Yis <Y Fel™ se Im‘"} Li=12..mi=]j

. ={rvs| Vi > Vi Vi < Vi T 1™ s € Im‘”} j=12..mizj

1™ or I™"

where set contains the indices of maximizing, or minimizing criteria.

Step 2: Two matrix of the grades of preference are determined. The matrix S = (s;) is formulated as in the ELEC-

TRE Il method. The matrix R is inspired by the ELECTRE | concept. The main distinction and also advantage is
that the formula works with the criteria importance and normalized criteria values. Such an indicator has a better
predictive value. Its element r; is calculated for each couple of alternatives i and j (i, j =1,2,...,n) as follows

73



Mathematical Methods in Economics 2017

Z (Wh | Y;h - yljh |)

_ helipj

=— . ,
th | Yin = Yin |
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1r":_ i:Jl

_

Iin # J,

r.=0 else
where y;h ,or y'jh (i,j=1,2,..,n;h=12,..,k) isanormalized criteria value.
Step 3: Aggregate preference of the i-th alternative over the j-th alternative is determined by the following rule
Sj > S Al > T

This rule is a modification of ELECTRE III approach. The threshold values are eliminated. Then effective (“good”)
alternative is such an alternative that has the highest discrepancy between number of alternatives over which is
preferred and number of alternatives that are preferred over it. Other alternatives are ineffective (“bad”). This
concept is a combination of ELECTRE | and 111 approaches. This improvement namely eliminates a crucial draw-
back of ELECTRE I concept that the effective alternative may not exist. If there are more effective alternatives
then they can be distinguished by the additional procedure in order to select “the best” one. The full ranking of
alternatives can be made by the similar procedure.

3 Building savings selection

In this section, two typical situations with the building savings are described. At first, let me determine the common
conditions for both strategies. The early amount of saved money is mostly influenced by the amount of state con-
tribution. Its maximum level 2 000 CZK is for a deposit 20 000 CZK. This most frequent alternative is considered
in this analysis. The building savings is typically for 6 years. The expected final saved amount after 6-year period
is about 135 000 CZK. Then, the target amount is standardly set with some reserve to 150 000 CZK.

In order to cover as many real cases as possible, two types of clients are specified - client focused on the yield
and client focused on getting a loan. The main aim of the first client is to save free financial resources for future
usage (for housing, electronics, usual consumptions as meals, clothes etc.). The main aim of the second client is
to save money for getting a loan that is usually preferable than “classic” loans from the banks. This loan from the
building savings is often used for a part of the price of a real property which cannot be covered by a mortgage.
Nowadays, new conditions in the mortgage supply in the Czech Republic do not enable 100% mortgage. So this
type of loan will have greater and greater meaning in our country. In this analysis, the amount of a loan is 500 000
CZK which can be approximately 10 % of real property price which cannot be covered by the mortgage.

In the Czech Republic, there are over 20 (savings) banks providing personal finance services. Ten (savings)
banks offer in their products portfolio the building savings: Ceskomoravskd stavebni spofitelna (CMSS),
Ceskoslovenskda obchodni banka (CSOB), Komercni banka (KB), Modrd pyramida stavebni sporitelna (MPSS),
Moneta Money Bank (MMB), Oberbank (OB) Postovni sporitelna (PS), Raiffeisen stavebni spovitelna (RSS),
Stavebni sporitelna Ceské sporitelny (SSCS) and Wiistenrot — stavebni spoFitelna (WSS). Abbreviation in the
brackets will be used in the next sections to save space and preserve clarity.

The main aim of this section is to select a suitable building savings for each strategy. For this purpose, the
introduced concept of multicriteria evaluation method will be applied.

3.1 Criteria

To make a complex analysis and responsible decision, the alternatives of building savings should be evaluated
from more perspectives. Because the analysis will be full, 6 representative characteristics of the building savings
are presented. The contract fee (CF) is an input cost for a signing of the contract. It is usually calculated as a per-
centage of the target amount. The account management fee (ACF) is a yearly cost connected with an account
management. The deposit interest rate (DIR) is a yearly interest rate from deposits of the clients. The loan interest
rate (LIR) is an early interest rate from the pertinent loan. The loan contract fee (LCF) is an input cost for getting
a loan from the building savings. The loan account management fee (LAMF) is a yearly cost connected with
a management of the loan account. It is obvious that the first three criteria are directly related to the actual building
savings. Other three criteria are related to a potential loan from the building savings. Of course, maybe the most
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interesting characteristics of the building savings seems to be omitted. But the state contribution is the same for
all building savings in these two described real cases.

3.2 Preferences of the clients and appropriate data

Let me start with the most typical client who is primarily focused on the yield. This client regularly saves money
for six years in order to gain a maximum profit. It is no wonder that besides state contribution the most important
characteristics is a deposit interest rate. Other characteristics decreasing a future yield from the building savings
are contract fee and account management fee. These factors are also important for this client, but naturally not so
much compared with the interest from deposits. Indeed, these interests form a considerable part of the total reve-
nues. This type of client has no plans getting a loan so the characteristics regarding a loan are not important. If by
chance s/he will need a loan after all than, the most important characteristics connected with a loan will be logically
the loan interest rate.

Weights of the criteria are calculated by the scoring method [4] on the basis of the described client’s prefer-
ences. The client assigns an integer score from interval <0,10> , where O represents the lowest importance and 10

the highest importance of the criterion. The scores and weights are shown in the following table (Table 1).

Criterion CF AMF DIR LIR LCF LAMF
Score 4 3 10 2 1 1
Weight 0.190 0.143 0.476 0.095 0.048 0.048

Table 1 Scores and weights of the criteria for the client focused on the yield

For each type of client, the data are different. For the client focused on the yield, the data is in the following
form (Table 2). Used abbreviations are specified in section 3.1. All data is collected from the web pages of partic-
ular (savings) banks [2,3,6,8,9,10,11,12,16,17].

Bank CF[CZK] AMF[CZK] DIR [%] LIR [%] LCF[CZK] LAMF [CZK]
CMSS 1500 330 0.50 3.50 5000 330
CSOB 1500 330 0.50 3.50 5000 330
KB 1500 300 1 3.49 4400 300
MPSS 1500 300 1 3.49 4400 300
MMB 1500 324 1 3.99 0 0
OB 1500 324 1 3.99 0 0
PS 1500 330 1 4.30 5000 330
RSS 1500 360 1 X X X
SSCS 495 325 1 2.99 0 325
WSS 1500 324 1 3.99 0 0

Table 2 Data of the buildings savings for the client focused on the yield

Because differences of the criteria values are not so high, some building savings can actually have the same
parameters. There are three cases. The first one is CMSS and CSOB, the second is KB and MPSS and the third
MMB, OB and WSS. We can see some connections in the particular cases. KB is a main shareholder of MPSS.
KB actually offers the building savings through MPSS. OB and WSS are partnership banks. Therefore, they offer
the same savings product. The contract fee is 1 % from the target amount (1500 CZK in our case). However, SSCS
offer online contract making for a lower price 495 CZK. Deposit interest rate is usually 1 % from deposits. CSOB
and CMSS have just only 0.5 %. RSS and WSS also offer a lower deposit interest rate that engage a lower loan
interest rate. Because a loan interest rate is not so important factor for this saving strategy, a deposit interest rate
is set to the maximum level. Building savings from RSS has 1 % deposit interest rate only in the case when a loan
is not available. Unavailability of the loan is not a problem for this type of client. Then for the multicriteria analysis,
the value of ,,loan“ characteristics are set to the inconvenient levels to be dominated by other alternatives in these
characteristics. Loan contract fee is free for MMB, OB, SSCS and WSS. This fee is set to 4400 CZK by KB and
MPSS. CMSS, CSOB and PS have a loan contract fee as 1 % from the amount of a loan (5000 CZK in our case).

The second very often case is the client who assumes that a loan will be needed in the future. It is obvious that
the most important characteristics is a loan interest rate. Interest is clearly the greatest cost of the loan. Other cost
is loan contract fee and loan account management fee that are not just so important because these costs are not so
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high in comparison with the interest from a loan. Deposit interest rate is not so important criterion compared with
the previous type of client. But it is not possible to say that it is insignificant viewpoint in the analysis. Interest of
the deposits is also significant, but naturally not so much as interest from a loan. Moreover, the building savings
of some banks offer a lower loan interest rate under condition of a lower deposit interest rate. The purpose of this
building savings causes that the cost connected with the contract and account management is relatively insignifi-
cant. It is expectable that these costs will be somewhat less important than the “administrative” cost regarding
a loan.

Weights of the criteria are also calculated by the scoring method on the basis of the client’s preferences that
are (as in the previous case) determined on the basis of my considered opinion and a survey among (potential)
clients in my immediate neighborhood. The scores and weights are presented in this table (Table 3).

Criterion CF AMF DIR LIR LCF LAMF
Score 3 2 5 10 4 3
Weight 0.111 0.074 0.185 0.371 0.148 0.111

Table 3 Scores and weights of criteria for the client focused on getting a loan

The data differs from the previous client in 3 products — building savings OB, RSS and WSS. Other values are
the same. Then only three mentioned cases are presented in the following table (Table 4).

Bank CF[CZK] AMF[CZK] DIR [%] LIR [%] LCF[CZK] LAMF [CZK]
OB 1500 324 0.50 1.99 0 0

RSS 1500 360 0.50 3.50 0 360
WSS 1500 324 0.50 1.99 0 0

Table 4 Data of the buildings savings for the client focused on getting a loan

As mentioned earlier, OB and WSS offer a lower deposit interest rate with a lower interest rate for a loan. Then
a deposit interest rate 0.5 % enables to reach 1.99 % loan interest rate. RSS also offers 0.5 % deposit interest rate,
but a loan interest rate is significantly higher at the value 3.50 %. Now we have 3 couples of building savings with
the same parameters. One couple is CMSS and CSOB, the second is KB and MPSS, and the third one is created
by OB and WSS.

3.3 Suitable building savings for both strategies

Primarily, the non-dominancy test is made. The dominated alternatives are building savings from CMSS, CSOB,
PS and RSS for both strategies. These alternatives are not attractive for the client. To analyze all alternatives of
building savings, the introduced multicriteria evaluation method is applied namely through MS Excel and its add-
in for multicriteria analysis Sanna.

The “best” (effective) alternative for the client focused on the yield is the building savings from SSCS. This
result was expectable and is caused by the following facts. This building savings has the greatest deposit interest
rate which is the most important criterion. However, this value is embodied by many other building savings. Sec-
ond reason is that this building savings has the lowest contract fee which is the second most important criterion.
This value is significant priority to the others. The result is also supported by a very good level of the loan interest
rate and loan contract fee. If the client wants to have a complex image about the alternatives evaluation, additional
procedure can be applied to make a full ranking of building savings. The ranking is as follows: 1. SSCS, 2.-3. KB,
MPSS, 4.-5. MMB, OB, 6. WSS, 7. PS, 8. RSS, 9.-10. CMSS, CSOB. The second, or third place of building savings
of KB and MPSS is namely caused by their best value of an account management fee that is the third most im-
portant characteristics. Of course, four dominated alternatives are on the last four places. PS is in face of RSS due
to a lower account management fee. The worst position is assigned to CMSS and CSOB due to the lowest deposite
interest rate.

As mentioned above, the data is changed a little for the client focused on getting a loan. It is obvious from the
data list that the main question is whether the building savings SSCS will be again the “best” alternative or the
building savings of WSS, or OB with the best value of all three “loan” characteristics wins. For their win, the
importance of a deposit interest rate must significantly decrease and the importance of a loan interest rate must
significantly increase. It is important to be the weight of a deposit interest rate lower than the weight of a loan
interest rate. In this situation, the building savings WSS, or OB can win. These assumptions are adequately met so
the “best” (effective) alternatives are just these building savings. Namely to compare with the result for the client
focused on the yield, the full ranking is: 1.-2. WSS, OB, 3. SSCS, 4. MMB, 5.-6. KB, MPSS, 7. RSS, 8.-10. CMSS,
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CSOB, PS. The building savings of MMB gets ahead of the building savings from KB and MPSS. Despite a
greater loan interest rate of building savings MMB, the building savings MMB is primarily better due to the best
value of loan contract fee and loan account management fee. The building savings from PS drops in the order
due to very bad value of all three “loan” characteristics. This building savings is not identical with the building
savings of CMSS and CSOB, however all saving alternatives share the last place. The main reason is that these
alternatives accordingly have no alternatives before which would be preferred.

4  Conclusion

The main mission of this article is to select the suitable building savings in the Czech Republic where this sav-
ings product is very popular. For this purpose, multicriteria evaluation method is introduced. This method ena-
bles to make a complex analysis of the building savings reflecting all important perspectives. In the practical
part, two typical situations with the building savings are formulated (strategy focused on the yield and strategy
focused on getting a loan.). The results show that the client’s preferences play an important role in the process of
building savings selection. The most suitable product is different in both strategies. In the future research, some
special cases will be analyzed. For instance, some (savings) banks offer a higher deposit interest rate under par-
ticular conditions. Further, some (savings) banks make a contract for free for children, people over 55 years old
etc. These and other aspects can affect the result. For all planned analyzes, detailed survey will be carried out
using a ques-tionnaire focusing on expressing preferences (potential) clients.
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A stochastic-integer programming approach to tactical fixed

interval scheduling problems
Martin Branda

Abstract. Fixed interval scheduling (FIS) problems arise in many areas of economics
and industry where jobs with processing intervals known in advance are assigned to
available machines with forbidden preemption. A special case of such problems ap-
pears in the personnel task scheduling where the decision maker (manager) is looking
for a minimal number of workers to cover all prescribed shifts. This problem can be
classified as a tactical fixed interval scheduling. In this paper, we focus on schedul-
ing of jobs with uncertain processing intervals where the finishing times are modelled
as random variables with a known probability distribution. We provide a stochastic
integer programming formulation with a joint chance constraint which ensures the re-
liability of the resulting schedule. We propose an iterative decomposition algorithm
for a reformulation where the partial operational FIS problems can be solved as the
min-cost network flow problems. The performance of the algorithm is verified on
simulated instances.

Keywords: Tactical fixed interval scheduling, random processing intervals, stochastic
programming, integer programming, decomposition algorithm.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Stochastic fixed interval scheduling (FIS) problems investigated in this paper can be characterized as follows. The
number of jobs together with their starting and prescribed finishing times are known in advance. However, the
finishing times are uncertain and the uncertainty is represented by stochastic delays. These delays can incorporate
unpredictable complications during processing the jobs or machine failures and necessary reparations or mainte-
nance. We assume that each machine can process at most one job at any time and each job is processed by exactly
one machine. Moreover, if a job is assigned to a particular machine, it cannot be transferred to another machine,
i.e. preemption is not allowed. Thus, each machine operates independently of other machines. The operational FIS
problem addresses assignment of jobs to available machines to maximize the schedule reliability, i.e. probability
that it is feasible with respect to the realizations of the random delays. The tactical FIS problem, which will be our
main concern, is to minimize the number of machines which are necessary to process the jobs under a prescribed
level of reliability. Note that the FIS problems are related to personnel task scheduling problems, cf. Smet et al.
[14]. Figure 1 shows two feasible assignments of 6 jobs to 3 machines.

Deterministic tactical fixed interval scheduling problems were considered by several papers. Kroon et al. [12]
introduced a tactical variant of the FIS problem where the goal is to find the minimal number of machines to
process all known jobs. They proposed a lower bounding procedure based on the Lagrangian duality and an upper
bounding procedure relying on a greedy heuristic. There are two survey papers that summarize older results on
various deterministic FIS problems, cf. Kolen et al. [10], and Kovalyov et al. [11]. Eliiyi [9] considered FIS
problems which combine operational and tactical decisions, discussed the complexity of their special cases and
proposed exact and heuristic algorithms. Zhou et al. [17] generalized the tactical problem by including the spread-
time constraints which restrict the time for which a machine is available since the time when the first job was
processed on it. They proposed an effective branch-and-price algorithm. Ng et al. [13] introduced an exact and
several heuristic algorithms based on graph representations of the FIS problems.

Concerning the FIS problems under stochastic delays, we can refer to the following papers. Branda et al.
[7] introduced an extended robust coloring formulation of the operational problem and showed that small and
middle sized problems can be solved to optimality using a standard mixed-integer solver. For larger instances,
they implemented a special tabu search algorithm. Branda and Héjek [4] dealt with the operational problems
with heterogeneous machines where the distribution of delay can depend on the processing machine. The authors
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Figure 1 FIS schedules: two feasible assignments of 6 jobs to 2 machines

proposed network flow reformulations with side constraints which were shown helpful for solving larger instances
to optimality.

The stochastic tactical FIS problem considered in this paper can be characterized as follows. All machines
are identical, i.e. the processing times including the distribution of random delays do not depend on the selected
machine. The probabilistic distribution of random delays is known precisely or at least its good approximation is
available. The goal is to find the minimal number of (active) machines such that all jobs can be processed under a
prescribed schedule reliability. We will employ an approach based on the min-cost network flow reformulations of
the operational FIS problem which enables to obtain the best attainable reliability for a given number of machines
and jobs quickly, see Branda [3]. This can be used by a decision maker to select the minimal number of machines
with the prescribed schedule reliability by solving a sequence of the network flow problems. Good performance of
such approach is verified in the numerical study.

The paper is organized as follows. A stochastic programming formulation of the tactical FIS problem is pro-
vided in Section 2. In Section 3, we review the min-cost network flow reformulation for the operational problem
under independent delays which is crucial for solving the tactical problem. An extensive numerical study is pro-
vided in Section 4 where we summarize results obtained for 3000 simulated FIS instances. Section 5 concludes
the papers with a summary of the obtained results and an outline of the future research directions.

2 Tactical fixed-interval scheduling problem

In this section, we provide a stochastic integer programming formulation of the tactical FIS problem. In particular,
we will formulate a chance constrained problem (CCP) where a necessary schedule reliability is prescribed. The
chance constrained problems are highly demanding in general and special purpose algorithms are necessary to
solved them, see, e.g., Adam and Branda [1], Shapiro et al. [15].

Denote by s; and f; (&) the starting and the uncertain (stochastic) finishing time forajob j € J :={1,...,J},
where ¢ is used to denote the elementary events of a probability space (€2, F, P). We assume that the true finishing
time is a sum of the prescribed finishing time f; and a random delay D;(§). We denote by 7 = {s1,..., s} the set
of all starting times when it is sufficient to verify how many jobs are assigned to the machines. The set of available
identical machines is denoted by M = {1,...,M}. We assume that the number of available machines M is
sufficient such that the problem is feasible. A prescribed level e € (0, 1) corresponds to the allowed probability
of violating the schedule feasibility. Binary decision variables x;,,, € {0,1} are used to assign the jobs to the
machines, binary variables z,, identify the active machines. The tactical FIS problem is:

min g Zm

ZTjm,Zm

meM
st.Zjm < 2m, JjEJT, meM,
Plées: Y am<LteT,meM|>1-¢,

Jr s <t<f;(§)

(D
Z Tim <1, meM, teT,
g8 <t<f;
Y am=1, jeJ,
meM

Tim€{0,1}, meM, jeJ,
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The objective function represents the number of active machines. A straightforward generalization is possible
by adding prices for using the machines. Then the objective corresponds to the expenses. The first constraints
ensure that if a job is scheduled to a machine, then this machine is marked as active. The chance constraint places
a minimal level of the schedule reliability. The next constraints guarantee that at most one job is assigned to a
machine at any starting time and that any job is assigned to exactly one machine.

The solution strategy can be based on an observation made by Branda [3]: If we increase the number of
available identical machines in the operational problem, then the highest attainable reliability cannot decrease.
Thus, we can use a series of the operational FIS problems to obtain the highest reliability under a given number
of machines and then to find the minimal number of machines necessary to reach the goal reliability 1 — ¢ in the
tactical problem. As we will review in the following section, the operational problem on identical machines can be
solved quickly (in polynomial time) using a network flow reformulation.

3 Network flow reformulation for the operational problem

In this section, we focus on the following operational problem and its network flow reformulation.

max P [£€Z: Z Tim <L, teT, meM

Tjm
g 85 <t<f5(€)

Z zim <1, meM, teT,

Jis; <t<f;

Z‘rj'rn:la jed,

meM
Ijme{071}7 mEMy .]6\7

Compared with the tactical problem (1), the schedule reliability was transfered to the objective function. The
constraints have the same meaning as in the tactical problem. To solve the tactical problem, we increase the
number of available machines M by one in each iteration and solve the operational problem (2) until we reach
the optimal probability at least 1 — ¢. The corresponding number of machines M is then the optimal value for
the tactical FIS problem. The proposed procedure is always finite because the necessary number of machines
is bounded by the number of jobs J when the schedule has reliability 1 (each job can be assigned to different
machine). We will show below that the operational problems (2) can be solved efficiently.

2)

The min-cost network flow reformulation of the operational problem (2) was proposed by Branda [3]. The
network (V, E') can be described as follows. There are two nodes for each job corresponding to the interval start
sj € V with demand d,; = —1 and prescribed end f; € V' with demand dy, = 1. These nodes are connected by
an edge (s;, f;) € E. There are two artificial nodes corresponding to the source 0 € V with demand dy = M
and sink 2J + 1 € V with demand dy;11 = —M. The source is connected by an edge with all starting nodes
(0,s;) € E, whereas there is an edge from each finishing node to the sink node (f;,2J +1) € E. Maybe the most
important edges connect a finishing time with a starting time that is higher or equal, {f;,s;} € Eif f; < s, i.e.
these edges correspond to the jobs which can be assigned to the same machine. We denote these edges by E C E.
We assume that the delays are independent. Then the costs assigned to these edges are equal to

cfyse = —In(P(D;(§) = s — f5)).

Costs for all other edges are set to zero. The corresponding min-cost network flow problem can be then formulated
as follows where the reliability in (2) can be obtained by applying exp{—-} to the optimal value of:

min Z CfjsiYfs.8i

Yuo —

(fi:s:)€EE

Z Yo,s; = M,

Sj
ysi,fi - yO,Si - Z yfj,Si = _]-7 Z S \77
fit (f5,50)€E 3)
Z yf_,»,si +yfj,2.]+1 - yS]‘,f]’ = 13 j € j?
sit (fj,81)€E

Z Yf; 20+1 = M,
fi

O S yuv S 17 (u7/U) 6 E'
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Source —1 0

Figure 2 Operational FIS reformulation: network structure and the flow corresponding to the right schedule in
Figure 1

The first constraint represents flow out of the source. The second constraints correspond to all starting nodes,
whereas the third ones to the finishing nodes. The last constraint belongs to the sink. An important property of the
constraints is that the corresponding matrix is totally unimodular, cf. [16], i.e. the integral choice of right-hand
side vectors results into an integral solution. This enables to solve the problem by a linear programming technique
to obtain an integral flow which identifies the assignment of the jobs to the machines. Figure 2 shows the network
structure together with the feasible flow corresponding to the right schedule in Figure 1. As we discussed above,
there are nodes for all starting and finishing times as well as artificial nodes for a source and sink. The unit flow
goes through the nodes corresponding to the jobs which are assigned to the same machine. Different machines
correspond to different flows marked by different colors (yellow and red). The costs are assigned to the employed
dashed edges. Since job 2 follows after job 4 on the red machine, the dashed edge {f4, s2} is active. Note that
Ahuja et al. [2] provide a deep review of properties and algorithms for the network flow problems.

A | min  go25 qoso Qors IMax
0.2 13 15 15 16 18
0.5 18 20 21 21 24
0.8 19 22 23 24 28

Table 1 Descriptive statistics for the optimal numbers of machines in the tactical problem with ¢ = 0.1

4 Numerical study

In this section, we apply the proposed approach to simulated FIS instances with 100 jobs. In particular, we used
independent exponential distributions to simulate the job lengths and the breaks between the jobs. We considered
one choice of the parameter v = 0.2 for the job length and three different choices for the breaks A € {0.2,0.5, 0.8},
i.e. we are decreasing the expected length of the breaks. For each combination, we simulated 1000 problems.
All simulations and computations were performed using Matlab R2016b. We prescribe the minimal acceptable
reliability to 0.9, i.e. we set ¢ = 0.1. The delay distributions are characterized by the following probability
distribution functions:

Fj(d) = P;(D;(¢) < d) = 0.95+0.05(1 — e %2%), d >0, (4)
i.e. there is probability 0.95 that the job j is finished in time and the conditional distribution of the delay length is
exponential with the parameter equal to 0.2.

The minimal number of machines which is necessary to process all jobs is obtained using the left-edge algo-
rithm, where the jobs are sorted according to their starting times and then sequentially assigned to the first available
machine. The highest number of considered machines was set to 25 which was sufficient for all FIS instances to
obtain the reliability at least 0.9.

Figures 3, 4, 5 show the highest attainable reliability for a particular problem instance and the boxplots based
on 1000 simulated FIS problems. Table 1 contains the descriptive statistics for the minimal numbers of machines
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Figure 3 The highest attainable reliabilities for a given number of machines (A = 0.2): 1000 instances (left), one
instance (right)
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Figure 4 The highest attainable reliabilities for a given number of machines (A = 0.5): 1000 instances (left), one
instance (right)

which are necessary to reach the reliability at least 0.9, where ¢, denotes the o quantile. We can observe that
with decreasing the break lengths the necessary number of machines increases. The maximal number of required
machines for A = 0.2 is equal to the minimal number for A = 0.5. The average computational time to solve
one min-cost network flow problem was 2 seconds. Thus solving a tactical problem by evaluating 16 operational
problems (for fixed number of machines between 10 and 25) takes less than 35 seconds in average.

5 Conclusions

We have investigated the tactical fixed interval scheduling problem under stochastic delays which we have formu-
lated as a stochastic integer programming problem with a chance constraint. We have suggested a solution strategy
based on solving a sequence of operational problems. The stochastic operational problem can be reformulated as
a min-cost network flow problem and solved efficiently using, e.g., a linear programming solver. This approach
has been employed in the numerical study showing a good performance on a large number of simulated instances.
In the future research, we would like to focus on obtaining efficient schedules using the methods introduced by
Branda and Kopa [5, 6], and Cervinka et al. [8].
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Modelling synergy of the complexity and criticalness factors in

the Project management
Helena Brozova, Jan Rydval1

Abstract. Project management is a discipline dealing with the management of a pro-
ject team to achieve all project goals described by various specific project criteria as
effectively as possible. Contemporary increasing of complexity of projects caused
by many factors creates dangerous vulnerabilities. Some of these factors depend on
the criticalness of the project activities also. Generally, the complexity and critical-
ness would be based on project weak spots and need to be evaluated by different fac-
tors. Very often, the synergy occurs between these factors.

In this paper, we suggest some approaches how to model the synergy effect. Synergy
is the creation of a whole that is greater than the simple sum of its parts. Hence, the
simple principle of weighted sum is not appropriate model. Contrary the multiplica-
tive model does not give reasonable results in the case of zero evaluation of at least
one factor. Therefore, four possible normalization of criticalness factors are suggest-
ed and simple additive weighted model and multiplicative model are compared.

Keywords: Project management, complexity, criticalness, threats, synergy model-
ling.

JEL Classification: 022, C44
AMS Classification: 91B50, 90B99

1 Introduction

Project management is a scientific and managerial discipline dealing with all phases of project live cycle as initi-
ating, planning, executing, controlling, and closing with the aim of managing a project team to achieve all pro-
ject goals described by various specific project criteria as effectively as possible. The identification of project
threats and evaluation of the relevant project risks are its crucial part. The project threats and tisks arise from the
complexity and criticalness of projects and create dangerous vulnerabilities. They can be caused by many fac-
tors, both in the environment or constraints of the project and in the choices made in achieving its goals (Goff,
2012, Williams, 1999). The complexity and criticalness of projects need good project risk management (Drahy,
Pastor, 2016), which means the identification, measurement and prioritization of projects threats factors with
efficient application of resources to minimize, monitor, and control the probability and impact of risk events.

Many authors endeavour to incorporate more factors into quantitative methods of project management. How-
ever they do not consider explicitly synergy effect of group of factors. Cooke-Davis (2002) draws on research
from more than 70 organizations to identify factors that are critical to project success. Fatemi Ghomi and Tei-
mouri (2002) and Madadi and Iranmanesh (2012) present overview on some indices (mainly for stochastic net-
works) from the literature and proposed a new one for quantification of the activity importance. Mota and Al-
meida (2011) proposes a multiple criteria decision model based on the ELECTRE TRI-C method to assign activ-
ities in project management to priorities classes for helping project managers to focus on the proper activities to
ensure a successful project realization. Vidal et al. (2011) and Vidal and Marle (2015) define factors of project
complexity and propose a multi-criteria approach to project complexity evaluation through the use of the Analyt-
ic Hierarchy Process (AHP).

The global evaluation of a set of factors of the complexity and criticalness are usually based on additive meas-
ure concepts which cannot, by definition, express the relationships of reinforcement or synergy which exist be-
tween considered factors

V(VyaVp) = 2 W,V (1)
p

The application of additivity is based on the hypothesis of the interchangeability of the value of the different
factors, seems intuitively justified. However, this method of calculation is irrelevant in the case of the structured
and coherent set of assets which makes up a synergy. The synergy is based on the fact that the whole is more
than the sum of its part. Therefore the synergic relation can be modelled by operators of non-additive integration
(Bry, Casta, 2003) with following property

! Czech University of Life Sciences Prague, Faculty of Economics and Management, Department of Systems
Engineering, Kamycka 129, 165 21 Praha 6 — Suchdol, brozova@pef.czu.cz, rydval@pef.czu.cz
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V(V,.v,)2 D Wy, )

This article builds on the previous articles Brod@t al. (2016, 2013) and develops the possilslibiemod-
elling the synergy of the criticalness factors lod project activities, which results in overallticalness poten-
tial. In the theoretical part, the authors sugdlestsuitable methods of normalization and modelohgynergy.
In the second part, the example shows its appbicati

2 Modelling of the synergy of criticalness factors

The term synergy means "working together". Theotfté an interaction of elements is greater thandimple
sum of its action. Synergy effect is very importamthe evaluation of criticalness potential of jpa activities.
In managerial practice and especially in projechaggement, synergy effect of key parameters of ptgjac-
cessful completion must be taken into account.ifstance, efficient resource allocation to indiatiproject
tasks and activities is not easy and, without iitalgsis, the critical resources can be firstly u@dactivities
where synergy effect are not present. This canregetahe successful realization of the project.

The evaluation of project activities criticalnesdgntial needs the suitable synthesis of partialuation us-
ing multi-attribute utility method. This approackesns to be more appropriate because it providekiiasn in a
clearer form describing the activities ranking. TThanagers accept better such type of results oplonprob-
lems. The application of multi-attribute utility thed needs a good method of normalization or utdalcula-
tion and good way of synthesis of partial evaluafidwang, Yoon, 1981).

2.1 Normalization of criticalnessidentificatorsvalues

Criticalness factors are not expressed with theesstiaindard, units (e.g., time, work-days, costbabdity etc.

in the same time) and they cannot be simply conpa®® global criticalness potential. Normalizatiserves
the purpose of bringing the all values into the samit and the composing them into one value (Tieféd014).

Often used a general method of normalization is Meamann and Morgenstern utility function convegtthe

best value to 1land the worst observed value to. tetlois transformation is proportional, the riskutral utility

function is received. For the normalization of ttréicalness identificators, the most critical vduhave to be
transformed to the highest value to show the higbeticalness. The following four types of nornzalfion are
discussed antiable 1 andFigure 1 shows results of the following normalization forms

1. The first type is range normalization (Tofalis, 2Dbased on proportional linear 0-1 utility funetiovhich
represents risk neutral project manager normatinaif criticalness factors.
minv, -V,
U =— 3)
minv, —maxy
wherev;, v are criticalness evaluations (max value meanshithieest criticalness) angl is normalized value.

The problem of this normalization method is, thaleast one transformed value is always equal (i@ worst
value). Therefore we suggest to use the followimged normalization methods with values fr{)lnlq

2. The second normalization type is linear 1-10 noiza#ibn. It also represents risk neutral projechager
position, but the lowest value is 1 and the highestansformed to 10.
minv, -V,
u = 9.K—+1 (4)
minv, —maxv
wherev,, vk are criticalness evaluations (max value meansitifeest criticalness) ang is normalized value.

3. The third type is exponential normalization repreésevalue transformation suitable for risk pronejgect
manager, because only highly critical evaluationdemalized into value near to 10.

minv, -v,
o, =10 ®
wherev,, vk are criticalness evaluations (max value meansitifeest criticalness) ang is normalized value.
4. The fourth type of normalization is power 1-10 nafiration represents risk averse project manager ap
proach. Already in the case of a weak criticalitys evaluation is normalized to a high value (elts 10).

mKian -V, rrﬂ(ian -V,

u=-9 —K | +18§ —X — —[+1 (6)
minv, —maxv, minv, — max

wherev, vk are criticalness evaluations (max value meansitifeest criticalness) ang is normalized value.
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Initial 0-1 1-10 EXP Power 10
values normalization normalization normalization normalization 9
A 0 0 1 1 1 s
B 0,1 0,1 1,9 1,259 2,71 S
[¢ 0,2 0,2 2,8 1,585 4,24
D 0,3 0,3 3,7 1,995 5,59 °
E 0,4 0,4 4,6 2,512 6,76 s
F 0,5 0,5 5,5 3,162 7,75 g
G 0,6 0,6 6,4 3,981 8,56 3
H 0,7 0,7 73 5,012 9,19 )
1 0,8 0,8 8,2 6,310 9,64 i
) 0,9 0,9 9,1 7,943 9,91
K 1 1 10 10 10 °
—e—0-1normalization =w=1-10 normalization
Table 1 Four types of normalization of criteria values - 2= X ramalzston  —e -power normalaton

Figure 1 Graph of normalized values

2.2 Synthesisof criterial values

Synthesis of normalized partial criticalness fastealues gives a global evaluation of project #gtigritical-

ness. It is again important to select the best fofhis aggregation (Tofallis, 2014).Because thresgy effect
is important in the interaction of partial critioalks factors, the comparison of synthesis basethgrie additive
weighting method and one based on the multiplieatnethod will be discussed.

Using the simple additive weighting method allicatness factors evaluations are synthesized dsnngula
G = sz“m @)
p

wherec is criticalness potential of the activitias, is hormalized evaluation of each components afities
criticalnessp is number of used components of criticalnessvanid the weight of thgp component of critical-
ness.

In the multiplicative model all criticalness evadioas are multiplied using formula
CI = |_| ulp (8)
p

wherec, is criticalness potential of the activitias, is evaluation of each components of the criticednend is
number of used components of criticalness.

Table 2 andFigure 2 shows the hypothetical results of synthesis dddturiticalness values using the multi-
plicative model. It is possible to see the synexffgct. The multiplicative aggregation shows noa¢independ-
ence between the partial factors values and thethesised value. More is even more and less is l2gs.

Initial 0-1 1-10 EXP Power 1000
values normalization  normalization  normalization = normalization 900

A 0 0 O 0 1 1 1 w00

B 01 01 01 0,001 6,859 1,995 19,903 o

C 02 02 02 0,008 21,952 3,981 76,225

D 03 03 03 0,027 50,653 7,943 174,677 .

E 04 04 04 0,064 97,336 15,849 308,916 500

F 05 05 05 0,125 166,375 31,623 465,484 400

G 06 06 06 0,216 262,144 63,096 627,222 00

H 07 07 07 0,343 389,017 125,893 776,152 o

1 08 08 08 0,512 551,368 251,189 895,841 o

J 09 09 09 0,729 753,571 501,187 973,242 g

K 1 1 1 1 1000 1000 1000 T sy T T

—e—0-1normalization ~—==1-10 normalization

Table 2 Multiple aggregation of three criteria values - %= EXPromsliston — -pouerrermaizson

Figure 2 Graph of synthesized values

3 Practical application of synergy modelling

The synergy modelling and analysis of derived iattics of project activity criticalness is descritiedthe fol-
lowing small-scale project (BroZova et al., 20183 &ompare with their simple addition. A criticatp of a
project Figure 3) is composed of activities A, C, D, F, |, J, K addIndividual criticalness factors give an in-
formation on how project activities potentially emgjer a successful realisation of a project frodifferent
point of view. Estimation of overall criticalnestthe project activities is based on the multipligecia decision
making methods using five indicators of the critiess. We use five criticalness indicators foraativities;
specifically, the duration of the activity (timeit@alness), its topological location in the stuuret of the project
activities (topological criticalness), the time eage of the activity (slack criticalness), the waityi costs (cost
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criticalness) and the activity work (work criticelss). The real values of criticalness indicatord #reir
0-1normalization are in theable 3.

E=115(135)

H=35 (115)

M=30 (135)

Figure 3 Small-scale project with the indication of a crtipath

Activity  Days .‘.I'ime Prt?l:!ability of To.p.ological Slack flack Cost . .COSt Work .\.Nork
criticalness critical path criticalness criticalness criticalness criticalness

A 75 0.379 1 1 0 1 1350 0.656 450 0.198
B 165 1 0.33 0.247 80 0.407 990 0.473 495 0.221
C 30 0.069 0.33 0.247 0 1 630 0.290 630 0.290
D 25 0.034 0.33 0.247 0 1 175 0.059 175 0.059
E 115 0.655 0.33 0.247 135 0 690 0.321 345 0.145
F 20 0 0.11 0 0 1 60 0 60 0
G 25 0.034 0.11 0 70 0.481 150 0.046 150 0.046
H 35 0.103 0.11 0 115 0.148 210 0.076 210 0.076
1 75 0.379 0.11 0 0 1 1575 0.771 1575 0.771
J 55 0.241 0.22 0.124 0 1 1155 0.557 1155 0.557
K 75 0.379 0.33 0.247 0 1 2025 1 2025 1
L 35 0.103 0.33 0.247 80 0.407 875 0.415 875 0.415
M 30 0.069 0.33 0.247 135 0 360 0.153 180 0.061
N 45 0.172 1 1 0 1 945 0.450 945 0.450

Table 3 Activities evaluation, 0-1 criticalness indicatoirgout values for criticalness potential evaluatio

The additive model with weights of used indicat@sozova et al., 2013) then shows the overall@altiess
potential of each activity and its actual threatrd successful realisation of the project. Sontities, which
do not lie on the critical path, can be regardead gseater threat to the project than activitiesctvhie on the
critical path. Several activities have much higbeticalness potential towards the project thandtigcal path
method reveals. Then it is necessary to pay clasaten to those activities with the highest catness and
thus preventing project failurd éble4, Figure4).

14.000 0.100

c _ ] D
S 4 T8 4 4 g 2 B E
-8 v ®E x & - 2 x 2 83 ™~ 13 -f’a" ™~
o5 EE 98 S5 8§ Sg§g 8% 5§ 2= &
g F£ 82 wg ©9£ 3§ £ & Zc &
= ‘= O ‘= f = = S T B 080
g o - © o o o E -g g
10.000
K 0,379 0,247 1 1 1 0,094 1 0,756 1
A 0,379 1 1 0,656 0,198 0,049 2 0,615 2 oo
N 0,172 1,000 1 0,450 0,450 0,035 3 0,580 4 8.000
| 0,379 0 1 0,771 0,771 0 9 0,590 3 050
J 0,241 0,124 1 0,557 0,557 0,009 5 0,481 5 5000
B 1 0,247 0,407 0,473 0,221 0,011 4 0,451 6 4
C 0,069 0,247 1 0,290 0,290 0,001 7 0,337 7
L 0,103 0,247 0,407 0,415 0,415 0,002 6 0,331 8 2000 0
E 0,655 0,247 0 0,321 0,145 0 9 0,280 9 .
D 0,034 0,247 1 0,059 0,059 0,0001 8 0,212 10 h
M 0069 0247 0 0153 0061 0 9 0116 12 e sato
G 0,034 0 0,481 0,046 0,046 0 9 0,092 13 I |
H 0,103 0 0,148 0,076 0,076 0 9 0,076 14 0.000 LI | =
F 0 0 1 0 0 0 9 0 129 11 K A N 1 1 B C L E DM G H F
We|ght5 0,164 0,189 0’129 0,288 01230 Addtive model with weights B Mutiplicative model
Table 4 0-1 normalization of criticalness values Figure 4 Synthesized 0-1 values

of activities and their synthesis

This effect is much more important if the synerd\ciiticalness factors is supposed. In this case,multi-
plicative approach is more suitable. Unfortunatélgome normalized values of criticalness indicatare equal
to 0, this approach fails. For instance, the agtikiwhich is critical according to the CPM methiods the value
of multiplicative criticalness potential equal to Therefore, three other possible normalizationsrifcalness
factors are used and weighted sum and multiplieatiedel are compared.
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The normalization type 1-10'@ble5, Figure5) give reasonable results for risk neutral manadétsti-
plicative approach represents an appropriate nafdginergy effect as Figure5 shows. This type of normali-
zation provides a clear synergic effect of crifiyafactors, especially for activity K. Activity Kas the highest
criticalness in 3 out of 5 factors, thus its catitess potential is the highest of all activitiesl dhis activity
threatens the success of the entire project. Bsigltrcan be also achieved by the simple addifpraach with
weights, however, by the additive approach, thiedihce between the first and second activity withhighest
criticalness potential is comparable to the diffees between other activities. Multiplicative agmio also
shows differences among the second, third and factigities, which have similar values of criticais poten-
tial according to the additive approach.
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B 10 3,225 4,667 5,260 2,992 2368,43 6 5,055 6 -
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L 1,931 3,225 4,667 4,733 4,733 650,92 8 3,979 8 20000
E 6,897 3,225 1 3,885 2,305 199,21 9 3,519 9 e
D 1,310 3,225 10 1,527 1,527 98,49 10 2,906 10
M 1621 3225 1 2374 1550 19,23 11 2,045 12 e 200000
G 1,310 1 5,333 1,412 1,412 13,94 12 1,824 13 |
H 1,931 1 2,333 1,687 1,687 12,82 13 1,681 14 0.000 ARl LRl 0.00
F 1 1 10 1 1 10 14 2,162 11 FAN B C L E D MG
Addtive model with weights B Mukiplicative model
Table5 1-10 normalization of criticalness values ) )
of activities and their synthesis Figure5 Synthesized 1-10 values

The exponential type of normalizatiohable 6,  Figure 6) gives reasonable results for risk prone manag-
ers (only higher value of criticalness indicatorgpotential is seen as really threatening). A smalle of criti-
calness factor is transformed into a smaller vafugriticalness indicator. Higher values of critizass indicators
are only reached if criticalness factors have yeailjh values. Activity K again has the highesticalness po-
tential because its criticality in 3 out of 5 fatdés the highest. This activity now is incompaeabith others. In
the same moment, the difference among other a@eswitccurs.
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| 2,395 1 10 5,902 5,902 834,248 4 4,928 3 5
J 1,743 1,329 10 3,608 3,608 301,633 5 3,696 5 2000.000
B 10 1,767 2,555 2,974 1,665 223,488 6 3,544 6
C 1,172 1,767 10 1,950 1,950 78,761 7 2,827 7 P 15
L 1,269 1,767 2,555 2,599 2,599 38,687 8 2,217 9
E 4,520 1,767 1 2,092 1,396 23,335 10 2,128 11 1
D 1,083 1,767 10 1,144 1,144 25,045 9 2,395 8 20.000
M 1,172 1,767 1 1,421 1,151 3,388 13 1,329 13 500,000
G 1,083 1 3,030 1,111 1,111 4,051 12 1,333 12
H 1,269 1 1,407 1,192 1,192 2,537 14 1,196 14 0 I I A i N EEEER
F 1 1 10 1 1 10 11 2,162 10 oA LB c LB DMoE

Additive model with weights @ Mutiplicative model
Table 6 EXP normalization of criticalness values
of activities and their synthesis Figure 6 Synthesized EXP values

Power normalizationT{able 7, Figure 7) compared to the previous two types of normalai1l-10 and
EXP normalization) represents the risk averse mensa@nly small value of criticalness indicatorspotential
is seen as really non-threatening). For instaneeattivity | is evaluated as less threatening tienactivity B.
The disadvantage of this normalization is the miagiei of the result, which is often difficult to dyse or com-
prehend mainly in the case of many partial critieak indicators aggregation.
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Table 7 Power normalization of criticalness values ) )
of activities and their synthesis Figure 7 Synthesized power values
Conclusion

This article compares four possibilities of modwdlithe synergy effect of the criticalness factdrshe project
activities, which results in overall criticalnesstgntial. The synergy effect has nonlinear charadt® growth
rate increases with the higher evaluation and thighnumber of contributing factors. Therefore thdtiplica-
tive approach to synthesis of the partial critieskn factors highlights the differences betweenctiteealness
potential of activities. This showed the projedi\aties that need to be targeted in order to achide success-
ful realization of the project. For activities wighhigh criticalness potential, careful time monitg, the alloca-
tion of critical resources or costs is necessahe @ppropriate type of normalization with a muitative ap-
proach to calculate the criticalness potential @slis a good way to identify highly critical prdjectivities. By
using this approach, it is possible to achieveea@r success of project realizations.
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Inflation targeting and variability of money market
interest rates under a zero lower bound

Karel Briina!, Quang Van Tran?

Abstract. The paper presents a formal framework of money market interest rates var-
iability under a zero lower bound in a monetary policy strategy of inflation targeting.
The potential factors influencing the variability of money market interest rates are
considered within a near zero level of main policy rate variability. At the same time,
model optimal main policy rate shows significant volatility due to changes in the
structural characteristics of economy facing deep economic and financial shocks,
changing perception of inflation risks, central bank’s weakened credibility and uncer-
tainty about the efficient transmission of monetary measures. Money market interest
rates are modeled with a VAR model with exogenous variables. The model parameters
are estimated with the use of publicly available quarterly data for the Czech Republic
for a period from 2000q1 to 2016q4 in two stages. First the parameters of the corre-
sponding model are identified using the Bayesian technique. Then the matrix used to
convert the structural system into its reduced form is quantified through the sign re-
striction approach. These two parameter groups are then used to decompose money
market interest rate series into a series of cumulative structural shocks of each endog-
enous component in the model.

Keywords: Money market interest rates, volatility, inflation targeting, Bayesian
VAR, Historical decomposition

JEL Classification: E43-4
AMS Classification: 91G70

1 Introduction

Global financial and economic crisis caused a decline in monetary policy interest rates and money market interest
rates close to zero level and in some cases even slightly below zero. Alternative monetary policy measures were
being applied to overcome restrictive character of expected deflation, high credit risk and debt deleveraging re-
sulting in high expected real interest rates, high risk premiums and high debt burden. The paper presents formal
framework of money market interest rates variability under a zero lower bound in a monetary policy strategy of
inflation targeting. The potential factors influencing the variability of money market interest rates are considered
within a near zero level of main policy rate volatility when model optimal main monetary policy rate shows sig-
nificant volatility due to changes in the structural characteristics of economies. To quantify the variability of money
market rate around zero bound, we use a Vector Auto Regressive (VAR) model with exogenous variables esti-
mated by Bayesian technique for its reduced form. The corresponding structural form is then recovered by sign
restriction method. The obtained coefficients are used to decompose residuals into the corresponding structural
shocks which allows us to express money market interest rate as a function of individual endogenous structural
shocks, hence to measure how each of them contributes to total variability of money market interest rate. For
estimation purpose, we use quarterly data from period 2000q1 to 201694 from public available sources.

2 Money market yield curve variability and inflation targeting

A concept of preferred habitat theory assumes that agents in the money market compare actual n-day interest rate
with the expected future development of O/N interest rates average level in n-day horizon. The preferences of the
agents also make them request increasing term premium reflecting higher maturity included risk premium as a
price for credit risk. Therefore, the money market equilibrium can be in general expressed as a position of a risk

averse speculator who (based on available information (€;)) quotes the actual n-day interest rate ( IR") as the sum

of the expected average of O/N rates in the period of t to t+k and term premium (¢, ):

! University of Economics, Prague, Department of Monetary Theory and Policy, W. Churchill sq. 4, Prague,
Czech Republic e-mail: bruna@vse.cz.

2 University of Economics, Prague, Department of Monetary Theory and Policy, W. Churchill sq. 4, Prague,
Czech Republic e-mail: tran@vse.cz.
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1 n-1
IR :HZIRSr’kN’ﬂQt + g 1)
k=0

In a framework of inflation targeting, it is assumed that central bank uses positive s-day targeted interest rate (

IREET®5T*) as a price of main policy operation while the maturity of this rate maximally equals the maturity of

ultra-short money market rates. Central bank’s main policy operations are typically used to manage the liquidity
of the banking system within a minimum reserves maintenance period. It is assumed that the duration of mainte-
nance period r is longer/maximally equals the maturity of main policy rate (i.e. s <r) while it holds good that r is
usually the whole multiple of s. The end of the maintenance period would then be identical with the maturity of a
tender for liquidity supply/withdrawal at s-day main policy rate.

The decision of central bank on setting the main policy rate is a problem of optimal management of an eco-
nomic system. The main interest rate is considered as an instrumental variable that minimises the values of future
deviations of the variables that are the object of central bank’s interest from targeted values in relation to re-
strictions given by the existing structure of economy. Thus the loss function (L) of central bank is usually the sum

of the present values of quadratic deviations of expected inflation ( zz(,; ) and expected economic growth (y,;)

from inflation target (ﬂtT_ﬁRGET

) and potential output ( y;i ) (Srour, 1999):
L= Y o'la-a) -2l + alyi —vi)?] )
i=0

where the discount factor ¢ is usually considered as 0 <4 <1, a and (1-a) are the relative weights of quadratic
deviations of inflation and economic growth from targeted values and i is a time shift indicating forward looking
character of monetary policy and the existence of time lags of the effects within transmission mechanism.

To set the main policy rate the present economic structure implies restrictions for achievement of monetary
targets. With regard to the central bank’s loss function and model of economic structure, the main interest rate that
minimises central bank’s loss function for the actual inflation forecast applied for the model of economic structure

in the horizon of efficient transmission (k period) is considered as optimal. Formally the optimal level of the main

interest rate (IRG; ) is defined by the reaction function of central bank of the Taylor’s type:

OPTIM E TARGET *
IRCB,t = IRCBQ + ﬁt (”leJrk — Tk ) + 7t (Y&k - yt+k) (3)

where IREE? is the main policy rate corresponding to long-term economic equilibrium, parameters g: and/or y;

express the intensity by which the central bank reacts to the overshooting (undershooting) of inflation target and/or
positive (negative) output gap. As stated by Svensson (2000) and Favero and Rovelli (2000), time variable param-
eters S and y; are the convolution of parameters describing central bank’s preferences to the inflation and business
cycle and structural characteristics of economy.

Sack (1998) point out that there exists a disproportion between the model optimum level of the main policy

rate and the targeted main policy rate (IR(g7°C" ) which is less volatile and strongly positively correlated with its

lagged values (Clarida, Gali and Gertler 1998) to avoid impairment of central bank’s credibility that could be
connected with high variability of the main policy rate (Goodhart 1998). Therefore, the variability of the targeted
main policy rate often becomes a part of the central bank’s objective function while optimal main policy rate is
based to achieve monetary-policy objectives under the lowest possible variability of the main interest rate. The
dynamics of targeted main interest rate may show deviations from monetary rule (3) due to application of alterna-
tive monetary policy strategies that are presented as a correlation of random shocks w; (Rudebusch 2002):

IRGETET = (L—py = p2)IRG ™ + puIRGERT + oW (@)
q r z
W = Z Dlul,t—n + Z DZU 2t-n Tt Z DmU m,t—n (5)
n=0 n=0 n=0

where p1 is the weight of the lagged targeted main policy rate, being the measure of central bank’s aggressiveness
in the stabilisation of inflation and output gap, D1, Dy, ..., D, are the vectors of parameters, Ui tn, Uz, ..., Untn
are the actual and lagged values of variables considered by the central bank for setting the main interest rate.

It is normally assumed that optimal main interest rate is positive high volatile interest rate that stabilizes inflation
and output gap to (near) zero levels considering a model framework of an economy. In case of expected deep
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deflation, economic recession and financial crisis it seems to be optimal to set the main policy rate to high negative
level and to stay below zero for a long period to enable the real and financial sector to recover. When optimal main
policy rate goes to negative, inflation targeting policy faces up its limitation as targeted main policy rate is rarely
used to cross its zero lower bound (Bernanke 2000). A set of alternative monetary policies (outright purchases of
assets, home currency depreciation, money-financed aggregate demand expansion) are typically suggested to over-
come a restrictive character of near zero level targeted main policy rates. Using these alternative monetary policy
measures, targeted main policy rate is meantime fixed to (near) zero level for a long time which reduces its varia-
bility and respective covariances to zero in the same period as well. This fact deals with an implicit change in
monetary policy mechanism of inflation targeting within which unconventional monetary policy instruments take
over a position of main interest rate in the reaction function. Therefore, variability of targeted main interest rate is

considered as positive if and only if central bank believes that reaction function could be effectively applied to

reach monetary policy targets in the central bank’s loss function. For the case of IR(?;PM <0:

var IRGATEET = (1- p, — p,) 2 var IRGT™ + o var IRGGTCET + p,” varw, +
+2(1-p = p2)p COV(leg,tTIM ; |Rg§§§1ET) +2(1-p1 = p2) P2 COV(lR((:)E'z:IIM W) + (6)

+2p1p, COV(IRCg T ', W) =0

Zero variability of targeted main policy rate reflects the case when random shocks offset optimal main policy
rate (high negative covariance between these variables is maintained) and weight p is optimized according it:

|- oy )2 var RET™ +2(1- py — ), cOVIRET™ W) |
varw, = 5 (7)

P2

Although targeted main policy rate remains at a zero level which is typically maintained by overall excess of
banking system liquidity provided by central bank through alternative monetary policy instruments, the dynamics
of economic fundamentals behind money market interest rates could be a source of their significant nominal and
real variability. Although the variability of targeted main policy rate is at a zero level, the variability of economic
fundamentals is still reflected in the variability of optimal main policy rate, which using Goodman’s breakdown
of the product of random variables (Goodman 1960) could be written in the following form:

_ R E———] —
OPTIM 2 TARGET TARGET TARGET
var IRCB,t = /H Var(”tik — itk ) + (”t9+k — Tiyk ) Varﬂ + Zﬂ(ﬂ'&k — itk )COVﬁ” +

v 7 e TARGET 7 e TARGET
+2p covfz + 275k — ook )covfl + var[AﬂA(;er — Wik )]+

®)

-2 * — = .2 - e * . —
+y Var(yteJrk - yt+k) + (yak - yt+k) vary + 27/(yte+k - yt+k ) COVly{ + 27 COVl}% +
+ 2(yteJrk - y:+k ) COV}Z)yl + Var[A7A(yt9+k - y':+k )]+ ZCOV{[ﬂ(ﬂte+k - ”lﬁ(RGET)] [7/(y’f+k - yt*+k )]}

where S and/or y is the mean value of parameter B and/or v, the term (z¢,, — 7iAXCC") and/or (Y&, — Yiie)

is the mean value of the deviation of expected inflation from the inflation target and/or expected output gap, covgf”
is COV[(A,B)i LAy — ﬁtTﬁ(RGET))j J, COVny is COV[(A;/)i AV — y;k ))! J, the symbol A expresses the devi-
ation of the respective variable from its mean value (e.g. A=/ - E ).

Under a zero lower bound, the variability of n-month money market interest rate is in general limited by neg-
ative covariance between expected optimal main policy rate and the other non-specified factors in central bank’s
reaction function. The variability of money market interest rates reflects the variability of risk and term premium
that could be the main source of money market interest rate instability while monetary impulses are temporally
(until the exit strategy is being applied) weak:

1 , e n=1 = n=1
var IR = e {(1—,01 —p2)° var Z(:) chg,Iwye + po var Z(;Wteﬂ +2(1=p1—p2)p, COV(ZO |RC|§H\1{|YE ’ Z:,)Wteﬂ )|+
1= I= j= j=

n=1 n=1 n=1
2 n 2 OPTIM,e TARGET,e e n
+ 3 Var g’ +—cov {(1—/»1 =P2) 2 IRGa * + P RGBT + P2 ) W } #
j=0 j=0 i=0

)
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n-1 =
OPTIM,e et+] TARGET et+] *
VarZ IRegj = Varzﬂwj (Téaldy = menc; )+ vaer (Ve = Yok g) +
T (10)
et+]j TARGET et+]j *
+ 2C0V(Zﬂt+j (ﬂt+k+1j T Ttik+ ) z7t+1 (yt+k+J yt+k+j ))

3 The effect of endogenous variables on money market interest rate

As stated before, the movement of money market interest rate is caused by changes (shocks) in endogenous and
exogenous variables included in the model. To measure their impact, we use the historical decomposition tech-
nique for a VAR model with exogenous variables. The gist of this technique is briefly described below.

3.1 Historical decomposition

For our econometric analysis we use a VAR model with exogenous variables in the following structural form:

14

DY, =C+ ZAL- Y,_; + BZ, + U,, (11)

i=1
where Y; is a vector of endogenous variables, Z, is a vector of exogenous variable, U, is a vector of structural
shocks, C is vector of constants, D, A; and B are matrices of coefficients, and p is the length of lags of a VAR
model. By multiplying with matrix D~ equation (11) can be transformed into the following reduced form

14

Yt=K+ZPth_i+ QZL’+ Et, (12)

i=1
where K = D™C, P, = D7'A;, Q = DB, and E, = D~1U, is the reduced form errors. Equation (12) of the re-
duced form can be estimated from our data.
Having all coefficients matrices and matrix D, we can decompose each endogenous series into series of individual
structural shocks using historical decomposition technique. The principle of this technique comes from the fact
that the reduced form of a VAR model in (12) can be expressed by its corresponding moving average representation
with recursive substitutions as follows (for p = 2 |n our case)

Y, = /,L+ZCDE+Z‘PZL, (13)

where ¥, =K, + P,Y, + P,Y_, + QZ, + E;3. As Et =D~ 1Ut, equatlon (13) can be rewritten as
t t t t

Y,=u+ ZCIDiD‘lUi+ Z%Zi=u+ ZDUﬁZ‘PiZi, (14)
i=1 i=1 i=1 i=1

where T; = &;D~. Clearly in equation (14) each endogenous variable in the model is expressed as a sum of
structural shocks up to time t. For details on historical decomposition technique, see Luetkepohl (2005).

3.2 Data and their pre-processing

This research is performed with the use of publically available data. The main sources of data are the databases of
the Czech Statistical Office and the Czech National Bank. The exceptions are the real GDP series of Germany
from Destatis database, the historical series on oil price (Europe Brent Spot Price FOB) from US Energy Infor-
mation Administration database and the series on EURIBOR 12 months from website www.emmi-bench-
marks.eu/euribor-org/euribor-rates.html, and finally series on CPI in Euro Area 19 and unit labor costs series for
Czech Republic are from the OECD database. All series are quarterly data from 2000Q1 to 2016Q4. Each of them

consists of 68 observations. All series are listed in Table 1.

For model estimation series repo rate REPO, unemployment rate UNE, unit labor costs ULC, and interbank interest
rates PRIBOR and EURIBOR are kept unchanged. On the other hand, the oil price series in USD is converted into
series in CZK using exchange rate USD/CZK, nominal client loans and exchange rate EUR/CZK are transformed
into real quantities using price index CPI and price indices CPIl and CPIEA19 respectively. After that these series
and the rest are converted into corresponding year-to-year percentage changes series. All series thus have the same
measure and the number of observation is reduced to 64.

3 For other terms @, is a function of P, and P,, ¥; IS a function of P;, P, and Q.
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Notation Full name Unit
1 REPO Monetary policy Repo rate %
2 YD Disposable income Mil. CZK *
3 CPI Consumer Price Index Index
4 CONS Households consumption Mil CZK *
5 INV Investments Mil. CZK *
6 UNE Unemployment rate %
7 NX Net export Mil. CZK *
8 CRE Client loans Mil. CZK
9 PRIBOR Interbank pribor one year rate %
10 EURER Average EURCZK exchange rate CzK
11 ULC Unit labor costs,year-to-year change %
12 GDPGE German GDP index
13 EURIBOR Interbank euribor one year rate %
14 OILP Average oil price Crude Brent Europe uUsD
15 USDER Average USDCZK exchange rate CzK
16 CPIEA19 Consumer Price Index in Euro Area 19 index

Note: (*) denotes real variables

Table 1 List of primary data used for econometric analysis

3.3 Estimation results

We use the selected data described above to estimate a reduced VAR model with two lags. The length of lags is
chosen with respect to the data available and information criterion using Bayesian technique with Minnesota prior
(for more information on priors, see Canova (2007)). After that we used sign restriction approach to obtain the
structural form. With these two sets of coefficient, the historical decomposition has been performed. All calcula-
tions have been executed in Matlab and the estimation as well as the decomposition are computationally very
extensive. The results are displayed in Figures 1 and 2.
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Figure 1 The contribution of endogenous shocks to PRIBOR
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Effect of Exovariables on PRIBOR

2004 2006 2008 2010 2012 2014 2016

vear

Figure 2 The contribution of exogenous variables to PRIBOR

As far as the impact of endogenous variables included in the model is concerned, in Figure 1 we can see two groups
of factors which affect the money market interest rate in both opposite directions. Further, the structure of each
group is not constant over time and so does the impact of each endogenous variable in the model. The positive
impact of endogenous variables on money market rates are shown in case of inflation, investments and partly also
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bank loans before first negative effects of crises came in 2008 and 2009. Negative shocks in pre-crisis period are
represented by the dynamics of net export and consumption. The global financial crisis produced high external
shock, deep decline in inflation with limited deflation expectations and pessimistic investments expectations that
stay behind negative impact of net export, inflation, investment and banking loans on money market interest rates.
Since the mid of 2010 net export and banking loans start to recover but inflation and investments remain weak.
The application of exchange rate commitment in 2013 initiated positive impact of disposable income and unem-
ployment (maintain positive effects of net export). In Figure 2 we can observe a positive, but declining impact of
exogenous variables on the money market interest rate except the period 2006 — 2010. It reflects a pre-crisis boom
in foreign demand for the gross export together with high growth of oil price followed by their declining trend
after 2008. In the last several years their influence is almost negligible due to overall stabilization of these factors.

4 Conclusion

At the moment, as monetary policy interest rate as well as money market interest rates variability are found in the
proximity of the zero lower bound, it raises a point on the potential factors which keep them that low as well as
what may influence their apparent involatility. While money market interest rates are close to a near zero level,
the optimal main monetary policy rate may exhibit significant volatility as the economy faces deep economic
and/or financial changes and uncertainties of various kinds. As an attempt to give an answer to this question, the
money market interest rates in the Czech economy are modeled in the framework of with a VAR model with
exogenous variables. The model is estimated by Bayesian method and its structural form is obtained through sign
restriction. The model’s parameters are then used to decompose money market interest rate series into a series of
cumulative structural shocks of each endogenous component in the model. The results show that global financial
crisis and the Czech crown exchange rate commitment are two main sources of endogenous variables’ shocks on
money market interest rates. These endogenous variables shocks confirm high importance of net export and in-
vestment as extremely sensitive economic variables for the dynamics of the Czech open economy as well as reach-
ing the inflation target. Long-term inflation target undershooting with deflation expectations are also the reason
why the Czech National Bank inflation targeting was modified to use exchange rate commitment since 2013 to
speed up demand and supply side of inflation close to inflation target.
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Wavelet Method for Pricing Options with Stochastic Volatility

Dana Cerna '

Abstract. We use the Heston stochastic volatility model for calculating the theoret-
ical price of an option. While the Black-Scholes model assumes that the volatility of
the asset is constant or a deterministic function, the Heston model assumes that the
volatility is a random process. The explicit solution for the Heston model is unavail-
able for many types of options and therefore numerical methods have been proposed
for pricing options under Heston model, e.g. Monte Carlo method, the finite difference
method, the finite element method or the discontinuous Galerkin method.

The Heston model is represented by a parabolic equation. For its efficient numerical
solution, we use the theta scheme for the time discretization and we propose an adap-
tive wavelet method for the discretization of the equation on the given time level. We
construct a piecewise linear wavelet basis and use it in the scheme. The advantage of
wavelets is their compression property. It means that the representation of the solution
in a wavelet basis requires a small number of coefficients and the computation of the
solution can be performed with the small number of parameters. Numerical example
is presented for the European put option.

Keywords: Heston model, stochastic volatility, European option, wavelets, adaptive
method.

JEL classification: C63, G13
AMS classification: 35K20, 65M99, 65T60

1 Introduction

Wavelet methods have been already succesfully used for solving option pricing problems, see e.g. [8, 10, 11, 15].
We also proposed and implemented a wavelet method for option pricing in our previous papers [4, 5, 6, 7]. We
used the Black-Scholes model and tested the performance of the wavelet method with respect to the choice of a
wavelet basis, compared an isotropic and an anisotropic approach, studied the convergence rate of the method and
proposed a construction of a wavelet basis such that the Black-Scholes operator represented in this basis is sparse.

In this paper, we focus on more general Heston stochastic volatility model for calculating the price of options.
Since the explicit solution of the Heston equation is known only for some special cases, it is necessary to solve it
using numerical methods. Methods based on wavelets were already used for solving the Heston equation [10]. We
use a different approach and propose an adaptive wavelet method that is a modification of the method from [1].
The quantitative properties of any wavelet method crucially depend on the choice of a wavelet basis. Therefore, a
construction of wavelet bases is still actual [7, 16, 17] . In this paper, we adapt the piecewise linear wavelet basis
with two vanishing moments from [2, 14] to the rectangle and boundary conditions representing the Heston model
and use it in the scheme.

2 Heston stochastic volatility model

The Heston model assumes that the volatility is a random process and that the market price U (S, v, t) of the option
can be computed as the solution of the equation [9]:

ou

E(Savat)_ﬁH(U(Savaﬂ):Oa va>07 té(O,T), (1)
where the operator L is given by
S2v 02U 0’U % o*U ou ~ ou
EH(U)_TTS?+p05v8581;+78112 “r’l"Sﬁ‘FKJ(a—U)%—TU (2)

The variable S is an asset price, v is a variance of S and ¢ is time to maturity. The parameter ~ represents mean
reversion, 6 is the long term variance and o is a volatility of the volatility, = is a risk-free rate and p is the correlation
factor. For more details see [9, 13]. The initial and boundary conditions are of the form

v (S7U7t) = h?a (3)

lim —
v—oo ONn

U

lim — t)=nh
I, g (S0 =,
'Department of Mathematics and Didactics of Mathematics, Technical University of Liberec, Studentskd 2, 461
17 Liberec, Czech Republic, dana.cerna@tul.cz

U(S,’U,O):UO(S,U)7 U(O,v,t):g(v,t),
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where Uy, g, h1, ho are known functions and ‘g—g denotes the normal derivative.

For example, the initial condition for a European put option is given by U (S, v,0) = max (0, K — .5), where
K is the strike, and the boundary conditions are given by:
: ou ou
U0,v,t) = Ke ™ lim —— (S,v,t) =0, lim — (S,v,t) =0, 4)

S—oo 05 v—oo QU

if Feller condition 2k > o2 is satisfied [12]. We choose maximal values S™* and v™%® large enough and

approximate the unbounded domain [0, c0) x [0, 00) by a domain = (0, 5™*) x (0, v"**). We denote the parts
of the boundary of the domain €2 by

Fl = {[S, 0] ,S c (O,S"Mlﬂﬂ)}7 1’*2 _ {[Sm(w,v] v E (O,Umax)},
I's = {[57 fumaac] ,S e (07Smaz)}7 I, = {[070} = (07,Umaa:)}’

and we replace the initial and boundary conditions (3) with

U (S,v,0) =Uy(S,v), U(0,v,t)=g(v,t), a—U(S""“'r,U,t):hl, g—g

95 (S,U "’,t) = hg. ®))

We transform the equation (1) to the equation with homogeneous Dirichlet boundary conditions on I'y. Let U=
U — W, where U is the solution of the equation (1) satisfying the initial and boundary conditions defined above
and TV is a function satisfying boundary conditions on I'y, e.g. W = Ke™"* in the case of a European put option.
LetV ={veH'(Q):v=00nTy}. ThenU € V and U is the solution of the equation

%]_cH(U)zf(W), f(W)z—%/JrLH(W) (©6)

satisfying the initial condition U (S, v,0) = U (S, v,0) — W (S, v,0) and homogeneous Dirichlet boundary con-
ditions on I'y.
3 Semidiscretization in time and variational formulation

For discretization in time we use the O—scheme. Let M € N, 7 = T/M, ¢, = Ir, l = 0,..., M, and denote
U, (S,v) =U (S,v,t;) and f; (S1,52) = f (W (51, 52,1;)). The f—scheme has the form:
U1 — Uy
T

where € [0,1]and [ =0,...,M — 1.

9Ly (Ul+1) —(1-0) Ly (Ul) =011+ (1-0) fi, %)

We define a bilinear form a (u,v) = (Lg (u),v), u,v € V, and denote the standard L?~inner product by (-, -).
The variational formulation of (7) has the form: Find U;4; € V such that

(52

T

M —fa (Uz+1,v) —(1-0)a (Ul,v> = +0(fry1,0) + (1 =0) (fi,v), forall veV. (8)

T

4 Construction of a piecewise linear wavelet basis

In this section, we shortly introduce the concept of a wavelet basis and propose a construction of a piecewise linear
wavelet basis of the space V. The wavelet basis has two vanishing moments and is derived from wavelet bases on
the interval from [2, 14].

Let H be a subspace of some Sobolev space or the L2—space equipped with the norm |[|-|| ;;, J be an index set
such that each index A € J takes the form A = (4, k) and || := j denotes the level. A wavelet basis of the space
H is defined as a family ¥ = {¢x, A € J} such that
1) ¥ is a Riesz basis for H, i.e. the closure of the span of ¥ is H and there exist constants ¢, C' € (0, 00) such

that
> batia

reJ

forall b = {by},., such that b3 = 3 53 < <.
AeT

c[bll; < < C|bll, ©

H
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i) The functions are local in the sense that diam supp ) < C2-M forall X € 7.

A wavelet basis on the interval I has typically a hierarchical structure. It consists of functions on some coarsest
level jo called scaling functions and functions on the levels j > jg called wavelets. Wavelets ¥, A = (J,k),
in the inner part of the interval are typically translations and dilations of a function v also called wavelet, i.e.
Vg (z) = 27 /24 (2j T — k:), and the functions near the boundary are derived from functions called boundary
wavelets. In adaptive methods it is required that wavelets have vanishing moments. It means that

/x%,k(x):o, k=0,...L—1, (10)
I

where L > 1 is dependent on the type of a wavelet. A wavelet basis W on the rectangle can be constructed by a
tensor product of wavelet bases on intervals.

First, we construct wavelet bases for the spaces Vi = {v € L?(0,1) : v(0) =0} and V5 = L?(0,1) as in
[2, 14]. We define scaling functions as linear B-splines. Let ¢ and ¢, be defined by:

x, z € 10,1],
11—z, x€]0,1],
o) = 2-a, welL2) asb(x):{ 0.1 (i
. 0, otherwise.
0, otherwise,
For j > 2 and z € [0, 1] we set
Phlx) = 220z —k+1), k=1,..,2 -1, (12)
iai(@) = 2P (¥ (1-x)),
$li@) = 24 (),
O p(x) = 279 —k+2), k=22
Gra(@) = 2726, (2 (1-2)),
and ‘ ‘
o ={¢},k=1,...,27}, & ={¢7, k=1,...,2" +1}. (13)
We define a wavelet ) and a boundary wavelets 1,1 and 2 as
1 1 3 1 1
@) = —70(20) = 5620 — 1) + S6(20— 2) - S6(2w — 3) — 7622 — ), (14)
3 9 1 1
bnl@) = Se(20) - 29(22) + 602 — 1)+ $(2z —2),

Yia(e) = S6(2r) — (20— 1)~ 62w ~2)

Then supp ¥ = [0, 3], supp ¥»1 = supp ¥p2 = [0, 2], and these wavelets have two vanishing moments. For j > 2,
i=1,2,and z € [0, 1] we define

ti(@) = 2%y (20a), (15)
Yin(@) = 22pr —k+2),k=2,..,2 1,
tai(m) = 27/ 241 (27 (1 — ),

and , ) .
U= {uf k=1,...,27}. (16)

Hence, \I']1 and \If? differs only in the left boundary wavelet. The inner wavelets and the right boundary wavelets

are the same. The graphs of the wavelets wyl‘,  and wi i on the level j = 2 are displayed in Figure 1. It was proved
in [2, 14] that the set

U= LU U vl (17)
j=2

is a wavelet basis of the space V.
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Figure 1 Wavelets ¢} . (left) and 1% (right) on the level j = 2.

Now, using a simple linear transformation and the tensor product, we obtain a wavelet basis of the space V.
For S € [0, 5™*] and v € [0,v™"] let us define

S S
js,k (S) },k (Smax> ) fk (S) = Jlk (W) ; (18)

v v
?1]“ (U) = ?,k (Umaz) ’ ;ik (U) = ]2-»19 (Umaz) !

Then the set
U o= {¢5,(9) ¢, (v), k€3l €Iz} U{es, (S) vy (v),kel},j>21€J;} (19)
U {97 ()95, (v),5 =2,k € Jj,l € I3, Y U {97 (S) - 48, (v),i,§ > 2,k € Ji, L € J;},

I ={1,...,4}, I3 = {1,...,5}, J; = {1,...,27}, is a wavelet basis for the space V equipped with the L?-
norm and ¥, when normalized with respect to the H!-norm, is a wavelet basis for the space V' equipped with the
H'-norm.

5 Adaptive wavelet method

We use an adaptive wavelet method for discretization of the equation (7) that is a modification of the method
from [1]. This method is different from classical adaptive methods that are based on mesh refinement according to
error estimates. We start with a variational formulation but instead of turning to a finite dimensional approximation,
we transform the continuous problem into an infinite-dimensional problem using the suitable wavelet basis. Then
we propose an iteration scheme for this problem. Finally, we replace all infinite-dimensional quantities by finitely
supported ones and we use the routine for an application of an infinite matrix approximately.

Let U = {95, \ € J} be a wavelet basis from the previous section and u = {u,}, ; be the coefficients of
the solution Uz+1 of the problem (8) in a basis W, i.e.

U1 = Y uatha. (20)
AT

Using (8), (20), and setting v = v, we obtain the infinite matrix equation Au = f with

A= Wr ) Oa (x,vu), mAeET, (1)

T

and

~ (ﬁla¢u)
fo=(1=6)a(0nvu) + ~—>+0 (i) + (1= 0) (), mA€J. 22)

It is clear that f and u depend on the time level ¢;, but we omit the index [ to simplify notation. For solving this
infinite-dimensional problem we use the method of generalized residuals (GMRES). We numerically tested several
iteration methods and the GMRES seems to be the most efficient. We use the Jacobi diagonal preconditioner D,
where the diagonal elements of D satisfy Dy y = /A x. We obtain the preconditioned system

Aa=f (23)
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with ~ ~
A=D'!'AD!, f=D7!f, a=Du (24)

For the given time level ¢; the algorithm for solving the infinite-dimensional problem comprises the following
steps:

1. Compute sparse representation f'j of the right-hand side f with the error smaller than given tolerance ¢;.

2. Compute several steps of GMRES iterations for solving the system Av = f'j with the initial vector v;.
Each iteration of GMRES requires multiplication of the infinite-dimensional matrix with a vector. It is computed
approximately with the given tolerance €; by the method from [3]. We denote the resulting vector by z.

3. Compute sparse representation v;1 of z with the error smaller than €;.

We repeat the steps 1., 2., and 3. until the residual is not smaller than the required error. Since we work with the
sparse representation of the right-hand side and the sparse representation of the vector representing the solution, the
method is adaptive. The computation of a sparse representation is simple and it insists in thresholding the smallest
coefficients and working only with the largest coefficients. It is known that the coefficients in the wavelet basis are
small in regions where the function is smooth and large in regions where the function has some singularity.

6 Numerical example

We use the proposed scheme for computing the price of a European put option with the same parameters as in
[9, 12], i.e. the mean reversion x = 2, long run variance § = 0.01, current variance v (t) = 0.01, correlation
p = 0.5, volatility of volatility o = 0.1, option maturity 0.5 year, interest rate 7 = 0 and the strike price K = 100.

We choose ™% = 400, v™** = 1, § = 0.5 and the time step 7 = 1/3650. We use the linear spline wavelet
basis proposed in Section 4. The solution U at time ¢ = 0, i.e. the function representing the initial condition, and
the solution U for ¢t = 0.5 are displayed in Figure 2.

Figure 2 The plot of the value of the option U (S, v, t) for t = 0 (left) and ¢t = 0.5 (right).

It can be seen that the function U (S, v, 0) has not derivative on the line {100} X (0, vsnq). Therefore the
largest wavelet coefficients correspond to wavelets with supports in regions near this line and wavelet coefficients
are small for wavelets that are not located in these regions. Thus many wavelet coefficients are thresholded and the
representation of the solution is sparse. The number of parameters representing the solution U in Figure 2 is 617.
In Table 1 the values of U are listed for ¢ = 1/2, v = 0.01 and several values of S and p and for comparison, the
values for the Black-Scholes model with the corresponding volatility o = 0.1 are listed.

Heston Black-
S\p | —0.9 —0.5 0.5 0.9 Scholes
90 | 10.058 10.128 10.293 10.355 | 10.201
100 | 2778 2784 2797 2801 2.820
110 | 0475 0407 0.213 0.122 0.305

Table 1 The solution U (.5, 0.01, 0.5) for several values of S and p and the values for the Black-Scholes model.
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7 Conclusion

We extended our research to option pricing under the Heston stochastic volatility model. We constructed a piece-
wise linear wavelet basis with two vanishing moments on the rectangle (0, Syuq2) X (0, Uz ) that is adapted to
boundary conditions of the type (4). We proposed and implemented an adaptive wavelet method with this basis
for a numerical solution of the Heston equation. We presented numerical example for the European put option
and compared the results with the Black-Scholes model. The main advantage of the method is a small number of
parameters representing the solution with desired accuracy. Our future aim is to develop and analyze the efficient
solver for multi-asset options with stochastic volatility and for other option pricing models such as the Hull-White
model, the Stein and Stein model and the Lévy model and to compare the results.

Acknowledgements
This work was supported by grant No. GA16-09541S of the Czech Science Foundation.

References

[1] Cohen, A., Dahmen, W., and DeVore, R.: Adaptive wavelet methods II - beyond the elliptic case, Found.
Math. 2 (2002), 203-245.

[2] Cernd, D., and Fin&k, V: Construction of optimally conditioned cubic spline wavelets on the interval. Adv.
Comput. Math. 34 (2011), 219-252.

[3] Cernd, D., and Finék, V.: Approximate multiplication in adaptive wavelet methods. Cent. Eur. J. Math. 11
(2013), 972-983.

[4] Cernd, D.: Numerical solution of the Black-Scholes equation using cubic spline wavelets. In AIP Conference
Proceedings 1789; (V. Pasheva, N. Popivanov, and G. Venkov, eds.), American Institute of Physics, New
York, 2016, No. 030001 (8 pages).

[5] Cernd, D., and Fin&k, V.: Adaptive wavelet method for the Black-Scholes equation of European options. In
Proceedings of the 34th International Conference on Mathematical Methods in Economics, (A. Kocourek,
and M. Vavrousek), Liberec, 2016, 120-125.

[6] Cernd, D.: Wavelet methods for pricing European options. In Proceedings of the 8th International Scientific
Conference Managing and Modelling of Financial Risks, (M. Culik), Ostrava, 2017, 129-136.

[7] Cernd, D., and Fin&k, V.: Sparse wavelet representation of differential operators with piecewise polynomial
coefficients. Axioms 6 (2017), No. 4 (21 pages).

[8] Finé€k, V.: Fractional step method for wavelet based solution of Black-Scholes equation. In AIP Conference
Proceedings 1789; (V. Pasheva, N. Popivanov, and G. Venkov, eds.), American Institute of Physics, New
York, 2016, No. 030007 (4 pages).

[9] Heston, S.L.: A closed-form solution for options with stochastic volatility with applications to bond and
currency options. Review of Financial Studies 6 (1993), 327-343.

[10] Hilber, N.: Stabilized wavelet methods for option pricing in high dimensional stochastic volatility models.
Ph.D. thesis, ETH Zurich, 2009.

[11] Hilber, N., Reichmann, O., Schwab, C., and Winter, C.: Computational Methods for Quantitative Finance.
Springer, Berlin, 2013.

[12] Hozman, J., and Tichy, T.: A discontinuous Galerkin method for numerical pricing of European options
under Heston stochastic volatility. In AIP Conference Proceedings 1789; (V. Pasheva, N. Popivanov, and G.
Venkov, eds.), American Institute of Physics, New York, 2016, No. 030003 (7 pages).

[13] Mikhailov, S., and Nogel, U.: Heston’s stochastic volatility model implementation, calibration and some
extensions. Wilmott Magazine (2005), 74-79.

[14] Primbs, M.: New stable biorthogonal spline-wavelets on the interval. Result. Math. 57 (2010), 121-162.
[15] Rometsch, M.: A wavelet tour of option pricing. PhD thesis, Universitit Ulm, 2010.

[16] Shumilov, B.M.: Cubic multiwavelets orthogonal to polynomials and a splitting algorithm. Numer. Anal. and
Appl. 6 (2013), 247-259.

[17] Shumilov, B.M.: Semi-orthogonal spline-wavelets with derivatives and the algorithm with splitting. Numer.
Analys. Appl. 10 (2017), 90-100.

101



Mathematical Methods in Economics 2017

On the limit identification region for regression parameters
in linear regression with interval-valued dependent variable
Michal Cvlernj/, Miroslav Rada, Ondfej Sokol, Vladimir Holy1

Abstract. We consider the linear regression model where the dependent variable
cannot be observed. Instead, only a lower and upper bound (interval for the dependent
variable) is observable. In this case, the vector of regression parameters may be only
partially identified, or unidentified at all. We make as weak assumptions as possible
on the process generating the observable intervals to make the regression parameters
partially identified. First we consider the finite-sample identification region for the
OLS-estimator. Then we construct the identification region for the vector of regres-
sion parameters as a limit of the finite-sample regions. We derive explicit bounds
for the limit set. Although we construct the bounds only in case of two regressors,
the idea can be pushed further to regression models with a general number of regres-
sors. The derived bounds depend only on observable quantities (such as the variance
of a regressor or covariance between the regressor and the widths of the intervals of
the dependent varible) and can be estimated from finite samples. We also suggest
some possible ways of further research to (i) refine the bounds suggested in this paper,
(ii) tighten the bounds using additional assumptions with identifying power.

Keywords: linear regression; interval data; partial identification

JEL classification: C13
AMS classification: 62J86

1 Introduction

Generally, a parameter p of a distribution is partially identified if observable data do not allow us to estimate p
consistently, but we are able to retrieve at least some ‘nontrivial’ information about p. An example is when we can
consistently estimate only a bound on p, or when we can consistently estimate a nontrivial set P such that p € P.
(Such set P is often called identification region for p.)

The partial identification problem often arises when we work with a joint distribution (X,Y") of a pair of
(possibly vector-valued) variables, where one of them is observable and the other one is not. Say, for example, that
X is observable and Y is not. The task is to make inference about the distribution of Y. Here, observability means
that one can make a corresponding random sample z1, ..., z, from the distribution of X and all estimators and
test statistics are allowed to be functions of x4, ..., z, only.

This general setup involves many cases. For example, if X, Y are independent, then information about X does
not reveal any information about Y. On the contrary, if Y and X are strongly correlated (or linked otherwise), then
inference about X might give also a lot of information about Y.

Say that we are interested in a parameter p = p(Y") of the distribution of Y (such as mean, a quantile, variance
or another characteristic), but one can construct estimators of p only as a function of z1, ..., x,. Then it might
happen that:

(a) pis fully identified, meaning that there exists an estimator p(z1, ..., x,) of p, which is consistent;

(b) pis partially identified. The partial identification corresponds to the situation that the sample x4, . . . , z,, reveals
some nontrivial information about p, but p is not consistently (pointwise) estimable.

(c) Finally it might happen that p is unidentified at all, meaning that the sample z1, ..., z, does not allow us to

say anything nontrivial about Y.

We refer the reader to [6, 9, 10] as good sources on partial identification.

Example 1. Consider that X measures heights of men and Y heights of women. Assume that EY is known
to satisfy EY < EX. When we can observe only a sample x1, ..., x, of men, then % Z?:l x; 1S a consisent

estimator of an upper bound on EY’, but EY is not pointwise estimable. This is a trivial example of the case when
EY is partially identified.

'All authors: University of Economics, Prague, Faculty of Informatics & Statistics, Department of Econo-
metrics, Winston Churchill Square 4, 13067 Prague, Czech Republic, {cernym, miroslav.rada, ondrej.sokol,
vladimir.holy} @vse.cz
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Example 2. This example follows the lines of [6]. Consider a survey where Y is the unobservable distribution
of interest and the task is to estimate EY'. Consider also a 0-1 variable R such that we can observe X = (X! :=
R, X? := RY). For example, let Y measure election preferences across the entire population. Assume that R is
an indicator whether a questioned person in the survey does (R = 1) or does not (R = 0) respond. We can sample
at random from X, getting a sample x; = (r4,7;¥;)i=1,... . In general, the conditional distributions [Y|R = 0]
and [Y'|R = 1] can be different. But we can write

EY —=E[Y|R=0]- (1—ER) +E[Y|R=1]-ER.

Turning back to the finite-sample case, let I' := {i € {1,...,n} | r; = 1}. Taking p = >_,__, r; as a consistent
estimator of p := Pr[R = 1] = ER (the ‘response rate’), we have (under some mild assumptions, which are not
essential in this introductory section)

EY = lim. {E[YR = 0](1-p) + (ull 3 nyz) ﬁ} - {E[Y|R = 0](1-p) + <I11| 3 y) ﬁ} :

iell et

where the limit is understood in probability. (For the sake of brevity, the ‘in probability’ meaning of limits will not
be repeated in the sequel, but tacitly the limits should be understood in this way.) Assume further that E[Y'|R = 0]
can be bounded apriorily by a pair of known constants y, 7 (for example, if Y is a 0-1 variable, then we can clearly
puty = 0,7 = 1). We get a pair of bounds B

. _ e 1 .
EY < lim {y(l -p)+ (IP > y) p} ;

eIt
. . 1 .
EY > nh_{I;O {y(l -p)+ <|Il Z yz) p} .
eIt

Thus, the parameter of interest EY is partially identified if p > 0 since we have constructed a pair of consistently
estimable nontrivial bounds for it; and is fully identified if p = 1 since the bounds are equal in that case.

Remark. It is obvious that identifiability or partial identifiability depends on what assumptions we are able
to make about the unobservable quantities. For example, if we could make the “missing-at-random” assumption,
meaning that the conditional distributions [Y|R = 0] and [Y'|R = 1] are the same, then we could simply drop the
non-responses and get EY = E[Y'|R = 1] = limy, oo (1/|I"|) >, 1 ¥s:. The parameter EY” would be pointwise
identified whenever p > 0.

2 Linear regression with interval-valued outcomes

Now we turn the attention to the partial identification problem in linear regression with interval-valued endogenous
variable. To fix the setup, we first consider the linear regression relationship

T .
yi=x; 0+, 1=1,...,n,

where the vector of regression parameters € is to be estimated. We assume that the (random) regressors x; are
observable, while the dependent variable y; is not; instead, we can only observe bounds Y, i such that almost
surely (a.s.)

Y, <% <Y, i=1,...,n (1)

This setup fits well in the (X, Y')-model from Section 1. We have a random process generating regressors ;
which are observable. We have a random process generating the bounds y ., 7;, which are observable too. The rest

is unobservable (namely, the ¥;’s are unobservable), meaning that the estimators 8 of 9 are allowed to be functions
of the observable quantities x;, y,,Y; only.

Now we make an additional assumption that the distribution of (z;,&;);=1,...», is such that Ordinary Least

Squares 0% = 1S (21, ... x,; 1, . .., yn) is a consistent estimator of 6. Contrary to the textbook case, #°5 is

an unobservable quantity since in our model the y;’s are unobservable. Thus, gOLS is a ‘prohibited’ estimator. But
what is observable is the set

0:= {§OLS(:101,...,xn;vl,...,vn) \yi <v; <7, i=1,...,n}. )

Moreover, we clearly have
§OLS(x1,...7xn;y1,...7yn)6@ a.s. 3)
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and generally O is the smallest set satisfying (3). [Indeed, if one removes a point 6° from ©, then — without
additional assumptlons — one cannot rule out that the distributions of T,y are concentrated in certain points

29,49 such that 9O (29, ..., 20:49, ..., 4%) = 6°.] We can say that © is a right bound for 6°-5. We call

it identification region for HOLS. (In [7], such sets are interpreted as possibilistic generalizations of real-valued
statistics under interval uncertainty; see also [1].)

To emphasize that 5) depends on the number of observations n, we write ©". The basic question of the paper
is whether there exists a limit set © such that ©” — © when n — oo. (This is said very loosely, since the in-
probability convergence of a sequence of sets can be formalized in various ways; but later we will state our results
more carefully, but in a way sufficient for the presentation of the main idea.) If this is the case and the limit set
O is nontrivial (for example, is compact), then we have § € O by (3) and the vector of regression parameters 6 is
partially identified.

Generally, this is not the case — simply imagine that the widths L; := y; — y. of the observable intervals

covering y; grow unboundedly in a way that the “limit” of (:)n covers the entire parameter space. Another extreme

case is when ©,, converges to a singleton; then, § would be fully identified. In the next section we study the
intermediate case.

3 The case with two parameters

Here we restrict ourselves to a very simple linear regression model

yi:01+92$i+6i7 izla"'a”) “4)
with a single stochastic regressor. We make traditional assumptions:
(i) x1,...,x, are independent and identically distributed (iid) with Ex; =: £ and varz; =: 72 < o0,
(i) €1, . .., &, are iid with Ee; = 0, var z; =: 02 < oo and cov(x;,&;) = 0.

Assumptions (i) and (ii) imply that #°1S — 6 and thus 6 € © (if the limit set © of O exists) by (3).

Example 3. In this example we show that the limit set © need not exist. Also, the example illustrates what can
happen in general. For the sake of simplicity of the example, assume that it is known that 62 = 0. Then (4) reduces
to the simple model of position y; = 6 + ¢;. Then, the OLS-estimator of # has the form goLS = % >, y; and the
identified set has the form

{ sz y, <v; < Z} l Z iéyll (5)

Now ©" converges to a bounded set © only if both bounds % Yo Y, and % Z?:l y,; converge. And this need not
be the case: consider, for example,

y..5.] = [yi,y; + 1]  if the number of decimal digits of ¢ is odd,
Yot = [y; — 1,y;] if the number of decimal digits of i is even.

This (somehow artificial) example also shows that the limit set © need not exist even if the widths L; := 7, — y.
are constant.

But still, we can state at least the following property: when @1, (:)2, ... is the sequence (5) and whenever we
choose a sequence of representatives {#° € ©, i = 1,2, ...}, then every accumulation point §* of the sequence
{0%}i1,. n satisfies

0—-1<0*<h+1. (6)
This is the ‘more careful’ formalization of the intuitive fact that if all intervals have widths
L; =1, (7

then the position parameter 6 generally cannot be estimated consistently, but can be asymptotically estimated with

error at most +1. In addition, this example shows that — if nothing about the interval- generating process in known
except for (7) — it might be a good idea’ to select the representatives as midpoints g = % . (gi +7;). Now
(6) can be strengthened to 6 — 5 <O <0+ 5. (This is basically the idea of Section 8 from [4].) This bound

cannot be improved in general. End of Example 3.

Now we turn our attention to the main result of this paper. In addition to (i) — (ii), we also make the following
assumption.
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(iii) Let L; := y; — y, denote the width of the interval [gi,yi]. We assume that Ly, Lo, ... are iid with EL; =: A
and var L; < co. '

We denote v := cov(z;, L;). Generally, we admit that the width L; may be correlated with the regressor x;.
We also make the following simplifying assumption:
x; >0 as. (8

This assumption can be relaxed at the cost of some more algebra in the proof of Theorem 1. However, here we are
trying to keep things as simple as possible to highlight the main idea.

As in Example 3, let 9' € O be a sequence of representatives from the identification regions for the OLS-
estimator of (4) and let * be an accumulation point of {9’:}1-:1727,“.

Theorem 1. The accumulation point 0* = (0%, 03)T can be bounded as follows:
v+ 2X

v+ 2\ . v+ 2\ v+ 2\ .
02T <o <o T2 g VI gy, VTN ©)

Proof. From (2) it follows that

@:{(51752)T|yi <y Sym izla"'vn}a

1 \n 1\ 1 \n n n
R - () i
Lety; € [gi, ;] be arbitrary. We derive an upper bound for 52:
g, = 2 i wili — (m Dima @) (3 22:1 vi)
(% i i) = (% Dic1 Ti)
_ASmed - () (5w
T GELe) -GS
Iy @iy + Li) — (2500 @) (2300 (ws — Ly))
- ( 2imizd) = (5 2k xi)z
w2 iy o iy ki — (5 o i) (5 i w) + (5 iy @) (5 0 L)
(3 i) = (3 Sy wa)”
5 i1 @i — (5 e @) (5 i i) i s i il + (5 X @) (5 i Le)
(i i e?) — (F i)’ (G Eiied) - X))’
_ 5 i1 @Y — (5 e @) (5 i i)
(i Siya?) = (3 Sy )
L @il = (3 @) (X L) +2 (5 By @) (5 Xt L)
(i 2?) - (o o)

where

=3 92+V+2§ .
s

In the limit n — oo, we have used
i @i — (5 i @) (5 i i)
n n 2
(7 i 2?) — (7 ity i)
(this is the traditional consistency argument for OLS), [1 3" &L, — (130 @) (1 Y00, Li)] — v (the

1
n n

—>92

, 2
sample covariance between x and L converges to the true value v), [% Siqa?— (230 @) } — 72 (the

sample variance of  converges to the true value 72), L 3"z, — £and L 3" | L; — A. Thus, in the limit, the
accumulation point 6 can be upper-bounded by 0 + (v + 2&)) /72,

The derivation of the lower bound for 65 is similar.

Since 6 is linear in ¥, its bounds can be derived analogously. O
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Remark. In the proof, the auxiliary assumption (8) does not matter in the derivation of the bounds for 63,
because an x-shift of data does not change the slope of the regression line. However, in the derivation of the
bounds for 67, one has to distinguish the cases £ > 0 and £ < 0 (which is straightforward).

4 Discussion

What is essential is that the bounds (9) are consistently estimable. Indeed, the bounds are functions of &, 72, v, \.
The quantities &, 72 are estimable since the regressor x is observable. The widths L; of the intervals are observable,
too; thus \ and v are estimable as well. It follows that we can consistently estimate the bounds (9) and have an
idea how much ‘limit imprecision’ is brought to the regression model by the interval uncertainty in the endogenous
variable.

Observe also the following interesting fact — the bounds (9) do not depend on var L; (we just need the variance
to be finite).

It is also worth emphasizing that the bounds work even if the widths L; are correlated with x; and/or ¢;.
Basically, the bounds (9) are wider if x; and L; are positively correlated. (This is not surprising.) However, what
is interesting that we needed no assumptions about the joint distribution of L; and €; and that the limit bounds are
the same even if these quantities are correlated.

The assumptions on the behavior of x;,e; are in a sense standard ones. The assumptions on ¥y ,7%, are ‘as
weak as possible’ — we just assumed (1) and (iii). This makes the model very general; the (ran(fcgm) process
generating the intervals [y 7, can be ‘almost arbitrary’. Indeed, (1) holds true by definition of the model and (iii)
is required for the Central Limit Theorem. Nothing more is needed. This is in line with the so-called credibility
paradigm [6]; we did not impose any special assumptions on the mechanism generating the intervals [yl 7,]- On
the one hand, the assumption on the finiteness of variance of L; in (iii) is testable only hardly; on the other hand,
nonnegative distributions with finite mean and infinite variance are quite rare and unnatural. Consider, for example,
the distribution with density (¢) = (3/2)¢ ™%/ - T{¢ > 1}, where I{-} stands for the 0-1 indicator function. In
theory, the widths L1, Lo, ... could be sampled from this distribution; but in practice one would hardly find an
example where this distribution of the widths would have a natural justification.

The only assumption, which might be considered as restrictive, is the independence of L;, L; with i # j. At
least, this property is testable. Obviously, it is worth devoting further effort to its relaxation, at least for the case of
some simple dependence structures.

In Example 3 we discussed that the sequence of sets O™ need not converge with n — oo. This was why we
formulated Theorem 1 in terms of the accumulation point 6*. However, another statement could be as follows: for

every 0 > 0, Pr[(:)” C Cs] — 1 with n — oo, where

1/+2)\§ V+22/\§+5]x[02u+2/\§5 0 + 1/+22/\§+5

Cs= |01 —¢ -6, 601 +¢ (10)

5 Conclusions

We have derived limit bounds for the identification region for the vector of regression parameters in a linear regres-
sion model with interval-valued endogenous variable. We have discussed the case with two regression parameters,
from where it is apparent which minimum assumptions are needed. However, we expect that the result could be
generalized for a general number of regressors. The identification region for the vector of regression parameters is
constructed as a limit of finite-sample identification regions for the OLS-estimator.

The derived bounds need not be tight. In [3, 4] it is shown that the finite-sample regions have a nice geometry;
we conjecture that the geometry can be utilized in derivation of tighter bounds. Namely, we conjecture that the box
(10) can be replaced by tighter convex set.

Finally, we tried to formulate as weak assumptions as possible on the process generating the interval-valued
observations of the dependent variable. But, on the contrary, in many cases it might be plausible to admit stronger
assumptions yielding tighter bounds compared to (9). Our model did not make any assumptions on the conditional
distribution of y; given the observed intervals [yi, 7,]. In some applications, it might be plausible to assume that
y; is ‘at least somehow, but reasonably random’, even if one is not willing or able to make strong distributional
assumptions. For example, it might be plausible to assume that Var[y,|y v;] > aL?, where L; = 7, — Y, and
a > 01is a universal constant. Such assumption (or other assumptions of ‘this kind) mlght help in construction of
tighter identification regions for the vector of regression parameters. Although such assumptions are not testable
due to unobservability of y;, they might be plausible in many applications since they restrict the class of possible
conditional distributions [yi@i,yi] only reasonably, ruling out some ‘extreme’ cases such as y. = y; for all 7, or
y,; = vy, for all 7.
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We studied the identification region for the vector of regression parameters as a limit of finite-sample iden-
tification regions for the OLS-estimator. Of course, analogous limit properties are of interest for other statistics,
too. Namely, the limit behavior of the finite-sample regions for the variance of the disturbance term ¢; or usual
goodness-of-fit measures would be desirable. Some finite-sample properties have already been studied in [5, 2, 8].
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Capacitated Vehicle Routing Problem Depending on Vehicle
Load

Zuzana Ciékovél, Ivan Brezinaz, Juraj Pekar’

Abstract: The transport is one of the areas significantly contributing to the
production of greenhouse emissions. An important part of the transport logistic is
analyzing various routing problems and a variety of optimization models aimed at
minimizing the total traveled distance are commonly known. When analyzing the
fuel consumption, it is clearly observed that the traveled distance is not the only
relevant factor contributing to the production of CO, emissions and undoubtedly also
vehicle load has significant impact on its fuel consumption. The paper is aimed on a
new vehicle routing problem that minimizes the fuel consumption, depending on the
length of the traveled route and also on the vehicle load, namely capacitated vehicle
routing problem depending on vehicle load (CVRPVL). The model will be presented
in its nonlinear version, but also the mathematical formulation using only linear
equations will be given (MIP formulation with linear equations). The difference in
distribution compared to classical vehicle routing problem will be illustrated by
solving specified problem in Slovakia.

Keywords: Capacitated Vehicle Routing Problem, Vehicle Load, CO, emissions
JEL Classification: C02, C61
AMS Classification: 90C11, 90B06

1 Introduction

A variety of optimization models to support decision making of distribution companies are commonly known.
Distribution companies often implement models aimed at minimizing the total traveled distance. Widely used
capacitated vehicle routing problem (CVVRP), designs optimal set of routes of vehicles from origin (number of
vehicles is not limited and each vehicle has the same capacity) aimed to serve a set of customers with a certain
demand, where each vehicle travels exactly one route so that the demand of customers must to be met in full by
exactly one vehicle and capacity must not be exceeded. It is assuming the known lowest cost (usually distance)
between origin and each customer, as well as between each pairs of customers ([1], [3], [4], [5], [7], [8]). The
CVRP is an important combinatorial optimisation problem, e.g. [9] describes several case studies where the
application of CVRP has led to substantial cost savings.

However, when analyzing the fuel consumption, it is clearly observed that the traveled distance is not the
only relevant factor and undoubtedly also vehicle load has significant impact on the its consumption. The paper
is aimed on a model that minimizes the fuel consumption, depending on the length of the traveled route and also
on the vehicle load, which we named capacitated vehicle routing problem depending on vehicle load
(CVRPVL). The paper is structured as follows: In the first part of second section we present presuppositions and
a mathematical model of CVRPVL. Because of non-linearity in objectives and also in the structural equation, we
propose the modified formulation of the model in the second part of that section. Although it is binary
programming problem, it contains only linear equations and linear objective. The third part is devoted to an
illustrative example containing cities in Slovakia, where we calculate optimum route based on CVRP as well as
on a CVRPVL. The results illustrate the difference using both of approaches, while we also report an achieved
decrease in the fuel consumption.

2 Capacitated Vehicle Routing Problem Depending on Vehicle Load

Let us introduce the mathematical formulation of capacitated vehicle routing problem depending on vehicle load
(CVRPVL) based on famous Miller-Tucker-Zemlin’s formulation of the traveling salesman problem ([6]).

! Department of Operations Research and Econometrics, Faculty of Economic Informatics, University of
Economics in Bratislava, Dolnozemska cesta 1, 852 35 Bratislava, e-mail: zuzana.cickova@euba.sk

2 Department of Operations Research and Econometrics, Faculty of Economic Informatics, University of
Economics in Bratislava, Dolnozemska cesta 1, 852 35 Bratislava, e-mail: ivan.brezina@euba.sk.

¥ Department of Operations Research and Econometrics, Faculty of Economic Informatics, University of
Economics in Bratislava, Dolnozemska cesta 1, 852 35 Bratislava, e-mail:, juraj.pekar@euba.sk.

108



Mathematical Methods in Economics 2017

Following notation is used: Let N = {1,2,...n} be the set of served nodes (customers) and let N, =N u{O} be

aset of nodes that represents the customers as well as the origin (depot). Further on there exists a matrix
Dn+1)x(n+1) associated with pairs i, j € No, i #]j that represents the minimum distances between all the pairs of
nodes (customers and the depot). In general, one way how to mathematically describe routing problems is using
binary variables x;; (i, je N, ,i# j) that enable to model if the node i precedes node j in a route of the vehicle

Xij = 1 and x;; = 0 otherwise. Certain demand g;, i € N is associated with each customer. All the demands have to
be met from the initial node (i = 0) in such a way that the distribution is performed using a vehicles with a certain
capacity (g) (the number of vehicles is not limited). The model implicitly assumes that g;i<g for allie N, i.e.
the demand of each customer does not exceed the capacity of the vehicle. Further on, the variables u;,i € N are
used. Those variables represent cumulative demand of customers on one particular route. Now consider new
known parameters associated with the fuel consumption. Let parameter ¢, be the vehicle consumption per unit
distance and let c; be parameter representing the increase in consumption per unit distance for one unit of vehicle
load. The goal of CVRPVL is to establish such distribution, which minimizes whole vehicle’s fuel consumption
(not minimizing the distance as in classical CVRP), but also consider the CVRP’s restrictions: the
origin represents initial node and also the final node of every route, from this node the demands ¢;, i € N of all
the other nodes are met (in full), each node (except origin) is visited exactly once and total demand on route must
not exceed the capacity of the vehicle (g).

Let us recapitulate the model parameters as well as model variables more clearly:
Parameters: n — number of customers (served nodes),

N ={1,2,..n} —set of customers (served nodes),
N, = N U{0} — set of customers and the origin,

dij, i,j € No, i # j— shortest distance moving from node i to node j,

gi, i € N —demand of i-th customer,

g — capacity of vehicles,

Co — Vvehicle consumption per unit distance

¢y — increase in consumption per unit distance for one unit of vehicle load.

Variables: Xij, 1, j € No, 1 # ] representing if the node i precedes node j in a final route (x;; = 1) or not (x; =
0), it should be noted that the resulting routes depend on the type of the problem. When goods
are collected than the optimal route represented by variables x;; = 1, is the route from i-th node
to j-th node. In the case of distribution those variables represent the route from j-th to i-th node.

Ui, i € N based on Miller-Tucker- Zemlin’s formulation, but representing vehicle load; in the
case of goods collection it is current load of vehicle on its route from the i-th node, but if the
goods are distributed it is vehicle’s load on its route to the i-th node.

The model describing CVRPVL deals with these variables:
Xije{O,l},i,jeNO,iij Q)
U >0,ieN,u,=0 )

where the objective can be written as follows:

min £ (X,u)= > D (6 +¢-u)dyx, ©)
ieNg jeNg
i#]j
subject to
> x; =1, jeN,i#]j @)
ieNg
> ox;=1,ieN, i#] (5)
jeNg
X (U +0;-u;)=0,ieNy, jeN, i=] (6)
u<g,ieN (7
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The objective function determines whole vehicle’s fuel consumption: minimizing the expression

Z ZCodini; enables modeling the fuel consumption depending on the traveled route and expression

ieNy jeN,
i#]

Z Z c,u,d;X; enables modeling increased consumption depending on the vehicle’s load. Binary variables (1)

ieNg jeNg
1#]

give equations (4) to (7) standard meanings: equations (4) and (5) ensure that each customer (except the origin)
is visited exactly once. Equations (6) are anti-cyclical conditions that prevent the formation of such sub-cycles
which do not contain an origin and they also enable calculating values of variables u;, i € N (see also equations
(2) and (7)).

The model of CVRPVL (3)-(7) contains also nonlinear expressions; the nonlinear objective function (3) and
nonlinear equation (6) that may complicate the possibility of solution of related problems (MINLP type). The
better way to solve such problems is to use a mixed integer programming (MIP) formulation (with linear
objective function and constraints), which extends the possibilities of the solution running standard software for
solving MIP problems. Let’s us provide the linearization. Except the variables (1) and (2) we will use also the
non-negative variables

n; =0, i, je Ny, i=]j ®)

with the following notation: in the case of goods collection they represent load of vehicle on its route from i-th to
j-th node, but if the goods are distributed it is load of vehicle on its route from j-th to i-th node (please note that
the meaning of binary variables x;; also differ depending on problem type (collection or distribution)).

Now let us make the objective function (3) linear:

min f (X,u,n)=c¢, > > dyx, +¢, > > dyn; )

ieNg jeNg ieNg jeNg
1#]) 1#])

Thus the first part of the sum represents the fuel consumption dependence on the traveled route and its
second part enables modeling increased consumption dependence on the vehicle’s load. To allow calculation of
variables n;; we need to introduce new equations:

u <y +(1-%)g, i, jeNg, i# ] (10)

At last make the equation (6) linear. The linearization is very simple:
U +0; <u;+(1-x;)g,ieNy, jeN, i=] (12)

In both cases the parameter g (capacity of the vehicles) is used as a tool that enables the calculation of
variables u; and nj; if the variable x; = 1 and it also ensures feasibility of solution in the case that x; = 0.

3 Hlustrative Example

Consider scheduling in network consisting of origin (0 — Zilina) from where 8 nodes (customers) need to be
served (1 — Kosice, 2 — Banska Bystrica, 3 — Bratislava, 4 — Nitra, 5 — Presov, 6 — Trenc¢in, 7 — Trnava). Values
of input parameters were set as follows:

n=8, N={12..7}, N, = N U{0} - number and sets of nodes (customers and also origin),
q=(8,4,10,10,9,8, 9)T - vector of customers’ demands,

g = 24 — capacity of vehicles,

Co = 0.22 — vehicle consumption per unit distance (liter/km),

¢; = 0.007 — increased consumption per unit distance and per unit of load (liter/tonne/km),

D ={d;}, i, j € Ny, i #j— matrix of shortest distances from node i to node j
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0 230 89 200 140 221 73 151
230 0 213 391 302 35 303 349
89 213 0 208 119 195 142 166
Do 200 391 208 0 88 403 127 47
140 302 119 88 0 315 85 46
221 35 195 403 315 0 293 361
73 303 142 127 85 293 0 78
151 349 166 47 46 361 78 0

Firstly we solve the problem using linearized model of CVRPVL. For the comparison the solution using
model of CVRP ([2]) is provided. Both models are implemented in software GAMS on PC with Intel ® Core ™
i7-3770 CPU with a frequency of 3.40 GHz and 8 GB of RAM under MS Windows 8. Results are given in Table
1 (for CVRPVL) and in Table 2 (for CVRP).

Route Sequence Distance Fuel consumption
depending on load
Route 0-7-3-0-6-4-2-0-5-1-0 1250 349.536
Route 1 0-7-3-0 398 110.933
Route 2 0-6-4-2-0 366 103.424
Route 3 0-5-1-0 486 135.179
Table 1 CVRPVL. Source: Own compilation.
Route Sequence Distance Fuel consumption
depending on load
Route 0-7-3-0-6-4-0-1-5-2-0 1245 354.631
Route 1 0-7-3-0 398 110.933
Route 2 0-6-4-0 298 80.708
Route 3 0-1-5-2-0 549 162.99

Table 2 CVRP. Source: Own compilation.

The change in resulting route length is observed, when we provide two different models (CVRPVL and
CVRP). In the case of implementing CVRP we obtain the value of the total traveled distance 1245 km. Using
model CVRPVL leads to the route length of 1250 km. But when we calculate the fuel consumption with
dependence on vehicle load, resulting values are those: 354.631 | in the case of CVRP and 349.536 I in the case
of CVRPVL. Using CVRPVL model decreased fuel consumption by 1.44 percent. Change can be clearly
attributed to rearranging of nodes to fulfill the goal of minimizing the fuel consumption with respect to the
vehicle load which results in different routes structure.

4 Conclusion

This paper considers the modification of CVRP, which we named capacitated vehicle routing problem depending
on vehicle load (CVRPVL). Modifications of the classical CVRP are usually aimed to find a minimal cost of
routes. Authors constructed a model that enables to minimize CO, production taking into account not only
traveled distance but also the weight of the loaded goods. The first part of the paper is devoted to presupposition
and non-linear mathematical model of CVRPVL and also to its modified version containing only linear objective
as well as linear constraints. The next section gives an example of using CVRPVL model, while justifying the
difference compared to classical CVRP. Also the results of given example show that when solving practical
problems it is necessary to include the weight of the load, since that parameter largely affects the individual
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routes. Obviously a CO, production in a real life distribution is affected by more factors: route gradient, weather
situation, etc. Modeling such generalized situation is open for the future research.
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Modeling Unemployment Rate in Spain: Search and Matching

Approach

Ondiej Cizek!
Abstract. The goal of the paper is to model unemployment rate in Spain by using a
methodology of search and matching models. Econometric estimation based on
Bayesian techniques is performed and empirical performance of the model is evalu-
ated. The estimated model is able to replicate key features of the data with the excep-
tion of autocorrelation functions of the observed variables. Matching autocorrelation
coefficients of higher order is especially problematic and the model underestimates
these coefficients. The unemployment rate in Spain is very persistent and can be far
away from a steady state for a very long time. Underestimation of higher-order auto-
correlation coefficients suggests that the basic search and matching model has diffi-
culties in capturing this aspect of unemployment rate in Spain. Forecasting perfor-
mance of the model was also analyzed by computing ex post dynamic one-year-ahead
forecasts of unemployment rate. The important result is that forecasting performance
of the model during the crisis periods was even better than for the periods before the
current economic crisis.

Keywords: Search-matching model, unemployment rate, market tightness, Bayesian
estimation.

JEL Classification: C51, E24, J60
AMS Classification: 91G70

1 Introduction

The unemployment rate in Spain during the current economic crisis has become a serious economic problem. Some
of the recent empirical studies analyzing the Spanish labor market are as follows. Gender differences in the Spanish
unemployment is studied by De la Rica, Rebollo-Sanz [4]. The relation between unemployment, wages and
productivity in Spain is studied by Pisa, Sanchez [13]. Bentolila et al. [3] investigate unemployment in Spain
during the current economic crisis and make a comparison with France. De Toledo et al. [5] perform an empirical
analysis of the matching process in the Spanish labor market. Garcia-Pepez [7] models the Spanish labor market
using the search and matching modeling framework.? Schwarzmiiller, Stihler [15] apply search and matching
methodology within DSGE (Dynamic Stochastic General Equilibrium) framework to analyze labor market reforms
in Spain. Altuzarra [1] applies a battery of unit root tests and finds that unemployment in Spain is highly persistent.

The aim of this paper is to model unemployment by applying standard search and matching theory of labor
market which dominates the economic literature. Specifically, the model developed by Hagedorn, Manovskii [8]
(HM model, hereafter) is applied for this purpose as this model has attained a great attention in the economic
literature. Mostly, search and matching models are only calibrated. This paper contributes to the literature by
econometric estimation of this model which is based on advanced Bayesian techniques. The significant finding is
that the HM model has difficulties in capturing highly persistent behavior of unemployment rate in Spain.

The structure of the paper is as follows. The chapter 2 briefly summarizes the model equations. Data are de-
scribed in the chapter 3 and econometric estimation is discussed in the subsequent chapter 4. Empirical perfor-
mance of the model is evaluated in the chapter 5 and the final chapter 6 presents a conclusion.

2 Model

For convenience, the key equations of the HM model are briefly summarized in this chapter. Output per worker is
denoted by p, and follows the first-order autoregressive process

log(p,) = p"-log(p,,)+<,, @

1 University of Economics in Prague, Department of Econometrics, W. Churchill Sq. 4, 130 67, Prague 3, Czech

Republic, cizeko@vse.cz.
2 The search and matching modeling framework is summarized in a textbook treatment by the Nobel Price win-
ner Pissarides [14].
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where p" €(0,1) and ¢,~N (0, 0'12) is i.i.d. productivity shock.
Flow cost ¢_of posting a vacancy is assumed to change over the business cycle according to
CI:CK.pt_’_CW.pIg' (2)

Let u_denote number of unemployed, n =1-u, number of employed®, v, number of vacancies and

0 = v, /u, market tightness. The matching process is modeled by standard Cobb-Douglas matching function*

1-n

m(u,v,)=m -u’-v, 'EXP(%,Z), (3)

where the shock to matching efficiency ¢, is supposed to be persistent

2= pm E, T gpz ’ (4)

where p" (0,1) and £,~N (O, o) isi.i.d. shock.

The probability for an unemployed worker to be matched with a vacancy equals f (6, ) =m(u,,v,)/u, and the
probability for a vacancy to be filled is q(&,)=m(u,,v, )/v, . Workers and firms separate with a constant® prob-
ability s per period. Evolution of employment rate is given by

n,=@0-s)n+f-u+e.,., (5)

where ¢, . ~N (O, 0'32) is i.i.d. shock to the process of unemployment.

It can be shown by standard methods that the first-order conditions lead to the equilibrium condition of the
form

C, /(5 q(gl)) = El [(l_ﬁ)'(ptu - z)_cl+1 'ﬁ'gul +(l—S)-CH1/C](9H1 ] (6)
Wages are determined by the generalized Nash bargaining solution

w=28-p+(1-pB)z+c-B-0,+¢,, )

where S (0,1) is the bargaining power of workers and ¢, ~ N (0, o-f) is i.i.d. shock added for the purpose
of econometric estimation. Unemployed workers get a flow utility z from leisure/non-market activity.

3 Data

The source of the data is OECD database. All data were seasonally adjusted. The first observable variable is the
standardized unemployment rate in Spain u, from 1986 M4 to 2016 M8. The second variable the market tightness

0, from 1986 M4 to 2005 M4 calculated as a ratio of number of unfilled vacancies to number of unemployed

persons. The third observable variable is productivity p, which is measured as a relative deviation from a linear
trend of the industrial production index in manufacturing from 1986 M4 to 2016 M8. The last observable variable
relates to wages w, . The variable w, is measured as a relative deviation from a linear trend of the index of (real)

3 Labor force is normalized to one which is common practice within search and matching modeling framework.
Number of (un)employed is thus also interpreted as an (un)employment rate.

4 Hagedorn, Manovskii [8] applied another form of matching function. Nonetheless, standard Cobb-Douglas
matching function performed better from an empirical point of view.

> See Hall [9] or Shimer [16] for the empirical evidence that fluctuations in job finding probability during busi-
ness cycle frequencies are substantial, while separation probability is nearly acyclic.
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hourly earnings in manufacturing. This measure of w_implies that its mean value equals approximately to one as

in the case of p,. Therefore, the monthly rate of change (w, —w,_ )/w, , is used as the observable variable. The
index of hourly earnings in manufacturing was transformed from quarterly frequency into a monthly frequency by

cubic spline. The data ranges from 1986 M4 to 2016 M4 after this transformation.
4 Econometric estimation

The econometric estimation is based on Bayesian econometric techniques and is performed using the Matlab
toolbox Dynare (version 4.4.3). The priors for the baseline model are reported in the following table 1.

Parameter Description Density Mean Std. Dev.
) discount factor fixed 0.99%/3 -
S separation probability fixed 0.014 -
PP AR coef. in productivity process beta 0.80 0.20
o AR coef. in matching process beta 0.80 0.20
c, vacancy cost beta 0.47 0.20
c vacancy cost beta 0.11 0.20
.§w vacancy cost beta 0.45 0.20
p workers’ bargaining power beta 0.50 0.20
n elasticity of matching beta 0.50 0.20
z value of non-market activity beta 0.40 0.20
rren std. dev. of shocks inv.gamma 0.01 1

Table 1 Parameter description and prior densities

The results of the estimation are presented in the form of posterior means together with 90% confidence inter-
vals:

Parameter Posterior mean 90% confidence interval
o 0.830 (0.822, 0.839)
o 0.958 (0.940, 0.977)
c, 0.974 (0.951, 0.996)
c, 0.981 (0.961, 1.000)
3 0.842 (0.705, 0.978)
B 0.014 (0.006, 0.021)
n 0.973 (0.948, 0.997)
z 0.9853 (0.9846, 0.9861)
o 0.025 (0.024, 0.027)
01 0.117 (0.108, 0.127)
0,2 0.0030 (0.0028, 0.0032)
Uz 0.015 (0.014, 0.016)

Table 2 Econometric estimates of the coefficients
The interesting result relates to the parameters z and S . The estimated posterior mean of these parameters is

0.9853 and 0.014 which is close to the calibrated values z =0.955, £ =0.052 used in the paper by Hagedorn,
Manovskii [8]. These authors showed that their calibration strategy of z closeto 1 and S close to zero generates
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volatilities of unemployment and market tightness similar to that observed in the U.S. data. The results of the
econometric estimation thus suggest that their calibration strategy might be appropriate not only for the U.S. data.

5 Empirical performance of the model
5.1 Matching moments

Firstly, selected moments of market tightness and unemployment rate will be compared in order to assess empiri-
cal performance of the model.

market tightness unemployment rate
observed data 0.037 0.169
mean
model 0.037 0.150
standard observed data 0.027 0.051
deviation  ["model 0.018 0.044

Table 3 Comparison of moments calculated from observed data and from data generated by the model

The correlation of market tightness and unemployment rate in the observed data was (-0.715) which is exactly
the same as the correlation of these variables in the data generated by the model. From these facts, it is evident that
the model is able to reproduce selected features of the observed data. Nonetheless, the model fails to match auto-
correlation functions which is documented in the following figure.

market tightness unemployment rate

o
©
a

o8 O

observed data
O model

o
©

0.85r

autocorrelation coefficient
O
autocorrelation coefficient

0.4~ - -
0 5 10 15
order of autocorrelation

o
o

5 10 15
order of autocorrelation

o

Figure 1 Comparison of autocorrelation functions

Matching autocorrelation coefficients of higher order is especially problematic and the model underestimates
these coefficients. This finding suggests that the selected variables are much more persistent. Unemployment rate
in Spain can be far away from a steady state for a very long time and the HM model seems to have problems to
generate data with this property.

5.2 Forecasting performance

Forecasting performance of the model is evaluated by calculating ex post dynamic one-year-ahead forecasts of the
unemployment rate. The information about u , p, and ¢, is used together with the knowledge of the policy

function coefficients to make a dynamic forecast 12 months ahead u which is then compared to the observed

t+12]t

value u,,,. This exercise is repeated for t =1986 M4,...,2015 M8. Smoothed value of the variable ¢ , was uti-

lized as it is not directly observable. Comparison of forecasts u, ,, Wwith observed values u,_,, is depicted at the

t+12|t

figure.
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Figure 2 Dynamic ex post one-year-ahead forecasts of the unemployment rate

The figure documents that forecasting performance of the model is satisfactory. The mean squared error (MSE)
of the forecasts is 5.1738e-04. The interesting result is that forecasting performance for the periods of the economic
crisis (from 2008) is even better than for the periods before the crisis.

6 Conclusion

The unemployment rate in Spain was modeled by applying search and matching approach. The famous HM model
was applied for this purpose. The important result is that econometric estimation of this model supported the cali-
bration strategy suggested by Hagedorn, Manovskii [8]. Specifically, the value of non-market activity was esti-
mated close to one and the estimate of bargaining power of workers turned out to be close to zero. The calibration
strategy proposed by Hagedorn and Manovskii thus seems to be appropriate not only for the U.S. data.

The empirical performance of the model was also analyzed. The analysis showed that the estimated model is
able to generate data that have mean values and standard deviations very close to that observed in the dataset.
Nonetheless, the model is not able to match autocorrelation functions of the most important variables like unem-
ployment rate and market tightness. It was found that the model systematically underestimates (higher order) au-
tocorrelation coefficients. The persistence observed in the real data is very high. For this reason, unemployment
rate might be far away from a steady state for quite a long time. The estimated HM model seems to have difficulties
to generate data with this property. Forecasting performance was also studied and found to be satisfactory espe-
cially for the periods of the current economic crisis.

The empirical analysis of the labor market performed in this paper could be extended in several dimensions.
Two promising directions of research are as follows. Firstly, unemployment rate could be disaggregated and stud-
ied separately for different groups of workers (Jani¢ko [10]). Secondly, standard search and matching model of
the labor market could be combined with a DSGE approach (Némec [12], Gali, Smets, Wouters [6], Krause, Lubik
[11], Trigari [17], Bouda, Formanek [2]).
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Correlation dimension as a measure of

stock market variability
Martin Dlask!, Jaromir Kukal?

Abstract. Economical time series often show fractional behaviour. Since this type
of data can be considered as a realisation of stochastic process with unknown prop-
erties, it can be analysed with the tools of fractal geometry. In the particular case of
stock market indices, one can investigate any individual index using state space re-
construction according to Whitney theorem. The second possibility of the analysis is
the study of development of a group of different indices describing the state of the
market at a specific time. Subsequently, long-time stock market history is useful for
the investigation of the states as vectors in Euclidean space. Their fractal nature can
be studied using correlation dimension. The paper presents several approaches to its
estimation and compares the results in terms of the individual stock market behaviour.
As a referential technique, the classical approach using correlation sum is presented
and its performance is discussed in the context of obtained results. Furthermore, the
analysis is useful for the dependency analysis and measure of predictability of time
series.

Keywords: time series, state space reconstruction, correlation dimension, stock mar-
ket indices

JEL classification: E44
AMS classification: 60G22, 62M10

1 Introduction

The correlation dimension Dy is a particular case of Renyi dimension [9, 10] D,, for o > 0 that is defined based
on distances between points in the investigated set in R"™. Together with the capacity and information dimension,
it belongs to the group of entropy-based dimensions. Methods that are used to estimate the Renyi dimension are
usually different for different parameter av.

Stock market indices that will be later investigated in this chapter can be considered as a realisation of a random
process. There are generally two tools of fractal geometry how to analyse time series. The first approach estimates
its Renyi or Hausdorff dimension D based on the trajectory of the index. The second approach employs fractional
processes [17] and estimates the Hurst exponent H. When the set fulfils the open set condition, the Hausdorff
dimension equals Renyi dimension and the Hurst exponent equals H = 2 — D.

The traditional way how to estimate correlation dimension was presented by Grassberger and Proccacia [12, 13]
and is used till today in the applications where the extensive precision is not necessary. For instance, the original
approach can be used in biomedicine for electroencephalography signal analysis [19] or in cardiology [15].

Recently there were attempts to enhance the accuracy of correlation dimension estimation based on the first
derivative of Gaussian kernel correlation sum [5] or utilizing the self similarity property and clustering [21]. These
methods can be subsequently used for example for the analysis of finance market under the fractional Brownian
motion assumption [18].

Stock market indices are popular object for the fractal investigation. There are several papers dealing with
their analysis using traditional singular value decomposition entropy [14], Hurst exponent [3, 6, 8] or geometrical
properties of fractal sets [1]. The main benefit of precise dimension estimation is the information of the dependency
of the time series that can be later used for predictions.

In this paper we describe the traditional correlation dimension that leads to biased estimate of Dy and we
suggest a spectral method that can provide more exact estimate of the correlation dimension.

!Czech Technical University, Faculty of Nuclear Sciences and Physical Engineering, Trojanova 12, Praha, mar-
tin.dlask @fjfi.cvut.cz

2Czech Technical University, Faculty of Nuclear Sciences and Physical Engineering, Trojanova 12, Praha,
jaromir.kukal @fjfi.cvut.cz
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2 Correlation Dimension

Correlation dimension, introduced by Grassberger and Procaccia [12, 13], involves measuring the distance between
all pairs of points in the investigated set. For the Lebesgue measurable set 7 C R", the correlation sum [12] is
defined for any distance between points r > 0 as the limit case

9 N-1 N
C =l B a— 1 .l < 1
()= Jim =gy 2o S Mo — ) <), 0
=1 j=1i+1
where ||.|| denotes a Euclidean norm that is rotation invariant, I is the indicator function and &1, . . . , &y are vectors

from F. Because the correlation dimension expresses the relative amount of points whose distance is less than r,
the correlation sum can be rewritten as

Cr)= B I(x-yl[<r)= prob (Jz-yll<r), 2)
z,y~U(F) x,y~U(F)

for x, y that are uniformly distributed on F. Therefore, C(r) is a cumulative distribution function of random
variable r = || — y||. The correlation dimension Dy of set F is based on the correlation sum and is defined as

Dy — lim 2C0)
r—o0+ Inr

; 3)

if the limit exists.

The definition (3) cannot be used directly for the estimation of correlation dimension from finite sample size.
Therefore, one usually employs linear regression model

InC(r)=A+ Dy -Inr 4)

for small values of r. The standard deviation of the estimate gets smaller with the increasing number of data points,
however, the estimate is usually biased by its nature [16].

3 Rotational Spectrum

The goal of the method is to obtain a one-dimensional function as a derivative of the power spectrum, which is
useful in fractal analysis. This method is described in [7] in detail. The procedure was inspired by Debye [4] and
by his X-ray diffraction method, which is often referred to as the Debye-Scherrer method. We denote SO(n) as the
group of all rotations in R™ around the origin. Because any rotation R € SO(n) is a linear transform, the following
equation holds

R(z) —R(y) =R(z —y) = [lz —y| - § (5)
where £ is a direction vector satisfying ||£|| = 1 and £ € S,,_; for an n-dimensional sphere
Spo1={xzeR": x| =1}. ©)

Using the factorisation of angular frequency w = €2 - 4 for Q) € }Rg and normalisation vector @ € S,,_1, we can
define rotational spectrum as

sQ)=_E E E  exp(—iQyR(z —y)). (7)

" ReSO(n) $ES,_1  ay~U(F)
The rotational spectrum can be expressed analytically as

S@=__E_H.(@]e—yl) ®

for function H,,(¢) dependent on the dimension of the rotation as

25 . T
H,(q) = T()J

I3

a2(g). ©)

Taking infinite-dimensional rotation, the the kernel function H,, can be expressed in the form of Gaussian function

2
Hoo(t) = nh—{r;oH"(t\/ﬁ) = exp (—%) . (10)
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and holds following property
InS(Q)

Q=0 Inf)

= —Ds. (11)
The correlation dimension can be estimated in this case using model
InS(Q2) =A—Dy-1n Q (12)

for parameters A, D- using maximum likelihood method and L4 minimization [11]. Due to smoothness of log
likelihood function we obtain asymptotically unbiased point estimate of D5 and its standard deviation std.

4 Stock Market Indices Analysis

Any stock market index daily closing value can be considered as a realisation of random variable using discrete
time. Therefore, there are more ways how to analyse this type of data. The first possible approach is to select several
indices and analyse their outcomes as vector in more-dimensional space. Each vector can be again regarded as a
realisation of multiple-dimensional random process. The second way of the analysis employs each stock market
index separately and estimates the dimension of the trajectory or the dimension of the vectors that can be used for
the state space reconstruction. Moreover, due to the very precise estimation of the dimension, one particular index
or the whole stock market in general can be investigated within the time. Changes of the dimension between years
hold important information about the predictability of the characteristics.

We used 10 stock market indices for the analysis — AEX, DAX, DJI, HSI, NASDAQ, NIKKEI, NYSE, OMX,
SMI and SP500. The data contained the daily closing values of the stock markets between 2009-2016. For each
index, there is roughly 260 records based on the number of trading days in that year. All experiment in this section
were performed using the rotational spectrum (RS) method if not indicated otherwise.

4.1 Dimension Development in Time

The development of the stock market of all ten indices can be investigated by means of the first outlined approach.
The dimension development between 2009 and 2016 is illustrated in Figure 1. Whereas the dimension of the stock
market in general (all outcomes of the ten selected indices) can vary a lot, the development of correlation in case
of particular indexes is more stable. Stock prices were investigated in ten dimensional space first (left top) and
the correlation dimension varies between two and three. The same prices analyses were performed for two typical
indices (left middle and bottom) as trajectory graphs of correlation dimension between 1 and 2. The same analysis
was performed with logarithmic returns as seen in the right column. The rectangles always surround the regions
[Dy — std; Dy + std], where D5 is mean value estimate marked with dot and std is its standard deviation.

Stock market data Stock market logarithmic returns
3 T T 3 T T T T
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[ B —_—
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Figure 1 Development of correlation dimensions within the last 8 years as mean values (.) and +std boxes.
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4.2 Stock Market Behaviour

When analysing the dimension stock market in time, we performed the study in 10-dimensional space. To find out,
which indices contributed to the growth of the dimension most, we will divide them for each experiment into two
groups, each containing 5 indices. There are in total

C= <150> = 252 combinations. (13)

In this experiment, we will investigate the correlation dimension of the outcomes of each group as a dimension
of points in 5-dimensional space. The case when the absolute difference between the dimensions is the biggest is
presented in Table 1. The column D5 depicts the estimate of correlation dimension and std is the standard deviation
of the estimate. The dimension difference between these two groups was AD = 0.8108.

group Dy std
AEX, DAX, NIKKEI, OMX, SMI  0.5837 0.0227
DIJI, HSI, NASDAQ, NYSE, SP500 1.3945 0.0924

Table 1 Group analysis of stock market indices.

4.3 State Space Reconstruction

Any time series can be investigated by means of the dynamic process and its attractor. We use N-dimensional
discrete dynamical process with internal state s, € R™ and output z;, € R™ in time k£ € Ny. Using reconstruction
length L € N we define sliding sample qx = (2, ...,7rs1_1) € R for k € Ny, first. Whitney embedding the-
orem [20] can be rewritten from continuous to discrete time as follows: When L > 2N + 1, then the reconstructed
series {qx } 72, has the same structure of attractor as the unknown state series {s, } > ,. Therefore, the correlation
dimension D5 of reconstructed attractor is the same as in the case of state series. The only one problem is in the
estimation of internal state dimension N. Supposing non-linear autoregressive dependency to other D subjects of
depth H, we can estimate internal dimensionas N = (D + 1)H.

In our experiment, we set for the first experiment L = 5 and for the second experiment L = 10. The aim was
to estimate correlation dimension of the attractor of the original time series. In this case, the logarithmic returns
were investigated and the results for different reconstruction lengths L are shown in table 2.

Do std Do std
L=5 L=10
AEX 0.9694 0.0446 0.9575 0.0282
DAX 0.9448 0.0692 0.9348 0.0228
DII 0.6943 0.0597 0.7142 0.0322
HSI 0.7562 0.0757 0.7292 0.0349
NASDAQ 0.8205 0.0747 0.8436 0.0388
NIKKEI 0.6957 0.0902 0.7096 0.0561
NYSE 0.6898 0.0638 0.6689 0.0255
OMX 0.8579 0.0755 0.8645 0.0558
SMI 0.3811 0.0600 0.3481 0.0274
SP500 0.7634 0.0764 0.7863 0.0199

index

Table 2 Attractor correlation dimension.

As easy to see, the correlation dimension estimates for particular index were almost the same in the case of
L =5 and in the case of L = 10. Therefore the reconstruction length L = 5 is sufficient for the fractal analysis of
the dynamic process attractor. The highest attractor dimension was captured in the case of AEX stock market and
the lowest estimate was observed in the case of SMI index.

4.4 General Dependency of Indices

The following section deals with the estimate of the dimension of the trajectory of the random process whose
realisations are the outcomes of the indices. Often, the stock market indices are close to the realisations of Wiener
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process, therefore their increments are almost independent. Table 3 presents the dimension estimation using rota-
tional spectrum (RS) and compares it with the correlation sum approach (CD). The rank column sorts the indexes
in ascending order based on the D2 (RS) estimation. All indices except DJI, NASDAQ and OMX have Dy (RS)
< 1.5, and therefore Hurst exponent H > 1/2 as evidence of long term memory. The referential CD method is
not too accurate and excludes DAX and NYSE with D, (CD) > 1.5.

index Dy (RS) std (RS) rank D, (CD) std (CD)
AEX 14534  0.0261 3 1.4299  0.1809

DAX 1.4752 0.0485 1.5130 0.2322
DIJI 1.5188 0.0225 1.5899 0.2030
HSI 1.4608 0.0508 1.4029 0.1174

NASDAQ  1.5003 0.0398 1.5358 0.1825
NIKKEI 1.4410  0.0234 1.3989 0.1095
NYSE 1.4808 0.0414 1.5264 0.1932
OMX 1.5362  0.0734 10 1.5065 0.1984
SMI 1.4423 0.0591 1.4574 0.1393

SP500 1.4963 0.0529 7 1.4984 0.1742

AN — 00 B~ O W

[\

Table 3 D5 estimation of trajectories of indices.

The standard deviation of the estimate in the case of rotational spectrum is smaller than in the correlation sum
approach and will be subject of future research. The mean values and standard deviations are visualised in figure
2. The rectangles surround the regions [Dy — stdDs; Dy + stdDs] in bold in case of rotational spectrum and with
dashed line in the case of correlation sum. The point is the estimate of Ds using RS and the star is the estimate
using CD.

AEX DAX DJI  HSI NASDAQ NIKKEINYSE OMX SMI SP500

Figure 2 Stock market index dimensions as (.) and solid boxes for RS and (*) and dashed boxes for CD.

5 Conclusion

Numerical experiments showed that stock market indices can be investigated in a variety of ways. In the case of
dimension development in time, stock market as a whole (or the 10 most important indices) exhibit significant
dimension changes during the last eight years. However, when trying to analyse their trajectories or logarithmic
outcomes separately, the dimension change is not that visible. Therefore, the small changes between the pre-
dictability of the individual stock market during time can cause big differences in the dependency of the whole
stock market. The ten investigated indices were separated into two groups where the first group contained the in-
dices whose outcomes contribute to the dimension of the whole market most and the second group’s contributions
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are not that substantial. The numerical simulation proved that the changes of the indices AEX, DAX, NIKKEI,
OMX and SMI have the biggest effect on the behaviour of the whole stock market.

Further, the state space reconstruction of time series was performed. There was no difference between the
analysis using reconstruction length bigger than five elements. The correlation dimension of the attractor of original
time series was always in the unit interval and varied from 0.38 to 0.97. The highest attractor dimension was
observed in the case of AEX whereas the lowest dimension achieved SMI index. Combined with the previous
analysis we conclude that the state space reconstruction cannot provide exact information about the stock market
development in general. Focusing on predictability of time series, the trajectories of individual indices were
examined by means of rotational spectrum and correlation sum method. The rotational spectrum method gained
substantially smaller standard deviation and the indices SMI, NIKKEI and AEX exhibited the smallest changes
and therefore they are the most suitable for investments and prediction making.
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A DEA-Based Inequality Measure: Application to Allocation

of Health Resources
Martin Dlouhy*

Abstract. Data envelopment analysis (DEA) is a non-parametric method of produc-
tion function estimation, which is able to deal with multiple inputs and outputs. The
objective of this study is to show how a resource-allocation DEA model is able to
measure the inequality in case of multiple resources. The DEA model will be applied
to the health systems because inequalities in the geographic allocation of health re-
sources are an important policy issue even in developed European countries. Most
comparisons of health data in Europe take place at the national level. However, there
is an increased interest in looking at health data at a sub-national level. For this pur-
pose, we use the data that come from the regional statistics of the Eurostat and the unit
of analysis is the NUTS 2 region. The inequality measure based on DEA is calculated
for seven selected European countries.

Keywords: Data Envelopment Analysis; Resource Allocation; Inequality; Regional
Statistics; NUTS 2.
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1 Introduction

1.1 Inequality measurement

Measures of inequality express the complexity of variation in observed variable by a single number. The simple
measures of inequality are the ranges, which use only data on the extreme values. The absolute range is defined as
a difference between the maximum and minimum observed values per capita (ymax — Ymin). The relative range is
defined as (Ymax — Ymin)/vpop, Where ypop is the average number of units per capita for the entire population. Other
measure of this type is the maximin ratio, which is defined as ymax/ymin. By concentrating on the geographical areas
with extreme values only, all these indices give only a limited view on the overall distribution and fail to possess
many desirable properties of inequality indices required by theory.

The widely known measure of inequality that uses all observations is the Gini coefficient. The Gini coefficient
is derived from the Lorenz curve, a cumulative frequency curve that compares the empirical distribution of the
studied variable with the uniform (egalitarian) distribution that represents the perfect equality. The Gini coefficient
ranges between 0, which occurs in case of the perfect equality, and 1, which occurs in case of the perfect inequality.
The Robin Hood Index measures what proportion of resources has to be moved from areas with above-average
provision to areas with below-average provision to achieve equal distribution. The main advantage of the Robin
Hood Index over the Gini coefficient and other inequality measures, such as the Atkinson index and Theil’s entropy
measure, is its clear interpretation. The Robin Hood Index (RHI) is calculated by the formula:

RHI=2> |~ . M

i=1

where =; is the population proportion, pi is the resource proportion, and n is the number of geographical areas. The
RHI is usually multiplied by 100 to be in percentages.

Does the choice of inequality measure matter? Under some circumstances it could; however, there is some
evidence that the most common indicators are usually interchangeable. For example, Kawachi and Kennedy [13]
calculated the income distribution for the 50 U.S. states and studied the relation of income inequality to mortality.
Kawachi and Kennedy examined the following measures of income distribution: the Gini coefficient, the decile
ratio, the proportions of total income earned by bottom 50%, 60%, and 70% of households, the Robin Hood Index,
the Atkinson Index, and Theil’s entropy measure. All inequality measures were highly correlated with each other,
and in no instance did the correlation coefficient fall below 0.86 in the absolute value. Kawachi and Kennedy [13]
concluded that a theoretical justification for the choice of indicator is critical in assessing the impact of social and
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economic policies on income distribution and mortality. However, there is a little evidence to suggest that the
choice of indicator will result in an absolutely different conclusion.

1.2 Inequality in Health Care

The free market allocates health resources according to willingness and ability to pay, not according to the health
needs of local population. This means that a supply of health services will be concentrated in rich areas, whereas
poor areas, albeit being usually those with greatest health needs, will not be served adequately. However, one
should take into account that the European health systems are mostly publicly funded and are highly regulated, so
the unequal distribution can be a likely consequence of wrong public regulation than a free market. The geographic
inequalities in many European countries are clearly the results of state planning, so the efficient use of resources
in public sector can be questioned. In the public health system, the equal access to services is one of the main
objectives of national health policy. Therefore, any variation in the distribution of health resources may be con-
sidered as an inequality whether it be a consequence of free market or wrong public regulation.

The existence of significant differences in health resource inputs, health expenditures, the utilization of health
services, and health outcomes have been documented by a lot of studies from various countries of the world. For
example, Johnston and Wilkinson [12] studied the distribution of general practitioners in Australia between 1986
and 1996. They used crude mortality as a measure of community need for medical services. The Robin Hood Index
was used as a measure of overall distribution. Nationally, the number of people sharing each general practitioner
fell by 11% from 1,038 in 1986 to 921 in 1996. However in 41 of 57 areas the number of people per general
practitioner actually increased over this period, indicating increasing inequity in the distribution. Over the decade,
the number of relatively under-served areas increased from 67% in 1986 to 79% in 1996. Thus, despite the in-
creasing number of general practitioners overall, the rural and remote parts of Australia became increasingly poorly
served.

Dlouhy [6] analysed the regional distribution of outpatient services in the Czech Republic between 1996 and
2002. The supply of outpatient services was measured by the number of outpatient physicians in full-time equiv-
alents in both independent practices and outpatient hospital departments. As a measure of health need, the popu-
lation of the region was used. The Gini coefficient and the Robin Hood Index indicated that the overall distribution
of physicians in outpatient services was relatively stable over the period 1996-2002. Total numbers of physicians
in outpatient services may hide inequalities within the medical specialties though. For example in psychiatry, there
were 12.63 psychiatrists per 100,000 inhabitants in Prague, but only 3.24 in the Region of Zlin. The differences of
that magnitude could not be explained by the differences in the health needs, but are rather results of wrong regu-
latory policies.

The study of OECD [15] presents information on geographic variations in health care utilisation within and
across 13 OECD countries. The analysis focuses on a selected set of high-volume and high-cost health care activ-
ities. Health care utilisation is recorded at the patient's place of residence. Hence, the level of use in a given area
cannot be explained by patients receiving treatment in other geographic areas. While the analysis in this study does
not allow to determine precisely how much of these variations are unwarranted, some of these variations are too
large to be explained solely by patient needs and/or preferences [15].

Dlouhy [7] evaluated the inequalities in the geographic distribution of doctors and hospital beds in the Euro-
pean countries. The unit of analysis is the NUTS 2 region. In total, 13 countries were included in the sample
(Austria, Bulgaria, Czech Republic, France, Hungary, Italy, Norway, Poland, Portugal, Romania, Slovakia, Spain,
and Turkey). The Robin Hood Index was calculated for selected countries to measure regional inequalities in the
distribution of doctors and hospital beds among the NUTS 2 regions. In 10 of 13 countries, the differences in
regional distribution are higher for doctors than those for hospital beds. Three highest regional inequalities in case
of doctors were found in Slovakia, Hungary, and Turkey. In case of hospital beds, the highest inequalities were
identified in Portugal, Spain, and Poland.

The objective of this study is to show how a resource-allocation DEA model is able to measure the inequalities
in case of multiple resources. The method is applied to inequalities in the distribution of health resources.

2 Methods and Data

2.1 Data Envelopment Analysis

Data envelopment analysis (DEA) is a method based on the mathematical programming and was originally devel-
oped to construct production frontier and evaluate technical efficiency of production units. DEA specifies the
production frontier as the piecewise linear envelopment of the data and constructs efficiency measures based on
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radial uniform contractions or expansions from inefficient observations to the frontier. The DEA model for multi-
ple inputs and outputs was formulated and solved by Charnes, Cooper, and Rhodes in 1978 [3]. Since 1978 a great
variety of DEA models with various extensions and modifications has been developed. These extensions can be
found, for example, in textbooks such as Charnes, Cooper, Lewin, and Seiford [2], Cooper, Seiford, and Tone [4],
Charnes, Cooper, Zhu [5], Jablonsky and Dlouhy [11]. These textbooks also present many examples of applica-
tions from both private and public sectors.

Each production unit allocates its resources into a number of inputs to produce various outputs. DEA uses
quantities of inputs consumed and outputs produced to calculate the relative technical efficiency of a production
unit. The relative technical efficiency of the unit is defined as the ratio of its total weighted output to its total
weighted input or, vice versa, as the ratio of its total weighted input to its total weighted output. DEA allows each
production unit to choose its own weights of inputs and outputs in order to maximize its efficiency score. A tech-
nically efficient production unit is able to find such weights that it lies on the production frontier. The production
frontier represents the maximum amounts of output that can be produced by given amounts of input (in the output
maximization model) or, alternatively, the minimum amounts of inputs required to produce the given amount of
output (in the input minimization model).

For each production unit, the DEA model calculates the efficiency score; determines the relative weights of
inputs and outputs; and identifies peers for each production unit that is not technically efficient. The peers of a
technically inefficient production unit are technically efficient production units with similar combinations of inputs
and outputs. The peers serve as benchmarks, which show potential improvements that the technically inefficient
production unit can attain. Because the peers are real production units, one can expect that the efficiency improve-
ments should be attainable by the inefficient units.

A construction of a production frontier and calculation of the efficiency score by the constant returns-to-scale
DEA model are shown in Figure 1. Let us suppose there are three production units A, B, and C. These production
units produce the same level of single output with two inputs A = (10, 10), B = (30, 5), and C = (20, 10). The
production units A and B are technically efficient and they both lie on the production frontier. The production unit
C uses more inputs than it is technically necessary; therefore, this unit lies above the production frontier and is
technically inefficient. The units A and B are the peers showing to unit C how to reduce both inputs to be technically
efficient. The hypothetical production unit C* is a linear combination of real units A and B. The hypothetical
production unit C* = (16.67, 8.33) shows the alternative in which all inputs of original unit C are reduced propor-
tionately. However, it should be noticed that unit C can achieve technical efficiency by moving to any position on
the production frontier.

20 -
input 2
10 -
B
O T 1
35 40
input 1

Figure 1 Efficiency Frontier (2 inputs, 1 output)

The so-called CCR DEA model assumes constant returns to scale. Let us have the set of n production units
that use m inputs to produce r outputs. The mathematical formulation of the output-oriented version of the CCR
DEA model [3] for production unit q is:
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m
Minimize Ba =D ViXig,
i=1
r m
subject to ZUkij —Z:vixij <0, j=1,2,..,n,
k=1 i=1
L )
Zukykq =1
k=1
uw=e, i=1,2,...r,

vize, j=1,2,...,m.

where gy is the efficiency score, xij is the amount of input i used by production unit j, yi; is the amount of output k
produced by production unit j, and ¢ is infinitesimal constant. The output weights u; and input weights v; are
variables in the DEA model. In the output-oriented model, the efficiency score ¢4 is one if the unit q is technically
efficient, and is greater than one if the unit is technical inefficient. The efficiency score measures a size of output
expansion that makes unit g technically efficient. In the input-oriented model, the efficiency score is one if the unit
g is technically efficient, and is lower than one if the unit is technical inefficient The obtain efficiency scores for
all units, the model (2) has to be solved for each production unitq =1, 2, ..., n.

The DEA models originally assume input and output independence. However, in some cases, total input or
total output is fixed. Let us suppose one output that represent a total budget TB, which is fixed and should be
distributed by the higher authority among n units based on their inputs. If some money are additionally allocated
to one unit, then budgets of other units have to be reduced. That is why this model is called as the Zero sum gains
DEA model (ZSG DEA). In the ZSG DEA model, the described resource allocation problem is solved by making
such allocation that all units become technically efficient [1, 9, 10, 14]. In the first step, the amount TB/n is allo-
cated to each unit and we solve an output-oriented DEA model with the single constant output and original inputs.
In the second step, each unit obtains individual budget, which is calculated as (pq /Zpgq)TB. All units are now
technically efficient, which means that total budget was distributed efficiently.

2.2 The DEA-Based Inequality Measure

Let us suppose that we want to measure inequality in geographical distribution in case of multiple resources.
By using traditional measures introduced in section 1.1 separately for each resource, we will miss the possibility
of substitution between resources. For example, the health resources as doctors and nurses are, at least to some
extent, substitutes. Hence the region with fewer doctors may compensate such disadvantage by larger number of
nurses. To cope with cases with multiple resources, one can use multiple criteria decision making (MCDM) and
set the nationwide resource weights. More flexible approaches to estimate resource substitution are econometric
modelling and DEA. In this paper, we will concentrate on DEA.

Let us have a situation with two resources (inputs) and one output that can be illustrated by Figure 1. Production
units A, B, and C are now geographical areas (regions), hence the output is the regional population that serves as
an estimation of need. According to the DEA methodology, regions A and B that lie on the production frontier are
technically efficient, and region C is inefficient with the output-oriented efficiency score @3 = 1.2. A higher level
of inefficiency in this situation represents a higher level of resources that are available for regional population. The
efficiency score of the output-oriented model, which is greater than one, expresses the excess of resources above
the most badly served regions that are represented by the set of DEA efficient units. The efficiency score pq = 1.2
means that the given combination of resources is able to serve a 20% larger population or that there is a 20%
excess of resources in the given region. By the efficiency score, multiple resources are now summarized to a single
number that can enter the Robin Hood Index calculation.

The output-oriented ZSG DEA model with two inputs (doctors and hospital beds) and one output (regional
population) now calculates efficiency scores ¢q that are used to estimate resource-efficient levels of regional pop-
ulations. The total population of the country, which is naturally a fixed output, is allocated to all regions so that
they become technically efficient with the given levels of resources. In other words it means equal distribution of
resources.

The result of the ZSG DEA model can be used for the calculation of the Robin Hood Index by formula (1),
where 7; is the real population proportion, and p; is the population proportion estimated by the ZSG DEA model.
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Thus as inequality measure uses the percentage of the country population that has to move from highly technically
efficient regions to technically inefficient regions to achieve technical efficiency for all regions.

2.3 Data

The chosen unit of analysis is the NUTS 2 region. The NUTS classification (Nomenclature of territorial units for
statistics) is a hierarchical system for dividing up the economic territory of the EU. The NUTS classification is
defined only for the Member States of the EU. Eurostat, in agreement with the countries concerned, also defines a
coding of Statistical Regions for countries that do not belong to the EU but are either candidate countries awaiting
accession to the EU or countries belonging to the European Free Trade Association. The NUTS 2013 classification
is valid from 1 January 2015 and lists 98 regions at NUTS 1, 276 regions at NUTS 2 and 1342 regions at NUTS 3
level.

All data come from 2013 and were obtained from the Eurostat regional statistics [8]. The sample include seven
countries: Austria. Bulgaria, the Czech Republic, France, Poland, Spain, and Turkey). To avoid outliers, we ex-
cluded the French overseas territories and Spanish regions of Ciudad Auténoma de Ceuta and Ciudad Autéonoma
de Melilla. Further, we joined together data on two NUTS 2 regions in cases if the region of the capital was located
inside another region. We assume that the population of such neighbouring regions use frequently health services
in the capital. This assumption was used in two cases: Prague and Central Bohemia (Czech Republic), Wien and
Niederosterreich (Austria).

3 Application

The basic country characteristics are in Table 1. In this study we will consider two health resources: doctors and
hospital beds. The highest relative level of resources is found in Austria. On the contrary, the lowest level of health
resources is in Turkey. We assume that substitution between doctors and hospital beds is possible. In a region with
more doctors, the intensity of care is higher, so a lower number of hospital beds is needed and vice versa.

Country Population l\_lumber_of Re- Doctors Hospital Beds
gions (adjusted) per 1000 per 1000
Austria 8 451 860 8 5.01 7.67
Bulgaria 7 284 552 6 3.77 6.29
Czech Republic 10516 125 7 3.69 6.46
France 63 697 865 22 3.35 6.34
Poland 38 062 535 16 2.24 6.58
Spain 46 559 731 17 3.81 2.96
Turkey 75 627 384 26 1.77 2.67

Table 1 Basic Country Characteristics

The method is applied to seven countries described in the data section. The number of regions (units in the DEA
evaluation) for each country was already defined in Table 1. First, the ZSG DEA model was calculated. Sec-
ondly, the Robin Hood Index was calculated as a difference between real population proportion z; and predicted
population proportion p; obtained from the ZSG DEA model. For a comparison, the RHIs were calculated sepa-
rately for doctors and hospital beds by the traditional approach. As expected, the DEA-based RHIs showed lower
inequality than separate RHIs (Table 2).

Robin Hood Index Robin Hood Index Robin Hood Index

Country Doctors Hospital beds ZSG-DEA

Austria 6.46 4.32 3.47
Bulgaria 4.16 4.07 3.94
Czech Republic 6.38 2.45 2.45
France 5.99 3.45 3.28
Poland 5.45 8.16 4.39
Spain 8.46 8.68 8.46
Turkey 9.55 7.71 7.71

Table 2 Robin Hood Index

129



Mathematical Methods in Economics 2017

4 Conclusion

The DEA-based inequality measure was formulated on the basis of resource-allocation ZSG DEA model. The
inequality measure was calculated for seven European countries to measure regional inequalities in the distribution
of doctors and hospital beds. In all seven countries, the DEA-based Robin Hood Index was the same or lower level
of inequality. There are two areas of further research: first, the possible use of other DEA models for inequality
measurement; second, formulations of the DEA-based versions of other inequality measures.
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Solvability of interval max-plus matrix equations
Emilia Drazensk4 ! 2

Abstract. Max-plus algebra is an algebraic structure in which the usual operations of
multiplication and addition of two numbers are replaced by the operations arithmetical
addition and selection of the greater of the two numbers, respectively. Many situations
of daily life can be described by max-plus equations. Especially, equation in which
intervals can be substituted for the exact numbers, because it is often useful. So, we
assume such a matrices, in which numbers will be replaced by intervals, it is called an
interval matrices. And we will study solvability of interval matrix equations. There
are several types of solvability of interval max-plus matrix equation. In this paper, we
give necessary and sufficient conditions for four of them.
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1 Motivation

Many discrete event dynamic systems can be described using max-plus algebra. Max-plus algebra is an algebraic
structure in which the usual operations of multiplication and addition of two numbers are replaced by addition and
maximum, respectively.

Results of the solvability of max-plus linear equations A ® x = b, where A is a matrix, b and z are vec-
tors, appeared several years ago. Systems of max-plus linear equations are used in several branches of applied
mathematics.

In this paper, we study two-sided matrix equations in the form A ® X ® C' = B, where A, B, and C are given
matrices and X is an unknown matrix. In following ex