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Bayesian Estimation of Time Series M odels

with Change Points
Vaclav Adamet

Abstract. Time series are frequently burdened with exteynadtuced points of
change due to political decisions, changed teclyyolor natural causes. Change
point model assumes that data were generated bipmaprocess depending on the
different regimes or states. This paper appliesageBian approach to estimation of
multiple change point model of time series. Itasrided upon a definition of unob-
served state variable indicating a regime for sargphe specific observation. It is
assumed that one or more change-points separateegfimes. Position of the
change-points is unknown and must be estimatedkdtaChain Monte Carlo
method is chosen to generate samples from conditiistributions of the parame-
ters. Comparisons of alternative models are passifth quality indicators utilizing
the marginal log likelihood function, primarily tHeayes factor. Diagnostic tools
check the mixing properties of the sampled Markbaies required at convergence.
95% Highest Posterior Density intervals for thegpaeters in MCMC sample in re-
gimes, posterior probability that observation isspecific state and posterior prob-
abilities of regime change are supplied for evenetpoint. This study demonstrates
use of Bayesian approach to estimation and assessrhehange point models ap-
plied to Poisson count problem.

Keywords: Bayesian methods, MCMC, intervention analysisetiseries, multiple
change-point model, Bayes factor, convergence ost@s.

JEL Classification: C11, C52
AM S Classification: 60J10

1 Introduction

Many theoretical statisticians and practitionerbelve that discovery and application of Bayesiamgples in

statistical inference to be one of the most fundaeaiedevelopments that occurred at the end ofakedentury
in modern statistical science. Bayesian inferengaies application of a probability model to obsshdata and
summarizing the outcome by a probability distribatiof the parameters and unobserved data, suched&p
tions of new observations. A typical feature of Bsign approach to statistical analysis is use obatbility

statements to account for the uncertainty aboutlosions formulated from the available data (Gelreaal.

[3]). In Bayesian statistics, all unknowns, inclugimodel parameters are treated as random varicbéses
formula is then used to update beliefs about patemfikely value, as more data become availablé.[13

Despite being considered challenging, Bayesiansstal inference essentially provides simplicity the
analyst for drawing conclusions about the unobskparameters of interest. For illustration, Bayegeobabil-
ity interval for some unknown parameter can berpreged directly as containing the unobserved patanwith

high probability. It is an interpretation, which more easily understood to and remembered by a non-

professional. In the traditional “frequentist” appch, nonetheless, the confidence interval for ulation pa-
rameter can be explained only in relation to repeéaampling (Gelman et al. [3]). For this reasarBayesian
statistics, construction of high posterior probigiintervals and inferences drawn from quantiléshe simu-
lated posterior distributions became very poputad eurrently, they are preferred to statisticatsesout the
unknowns.

Widespread use of Bayesian statistical techniques rather scarce during recent times. The reasmsid ¢
be attributed not only to lack of knowledge orriag, since most statistical departments at unitiessconsider
the traditional “frequentist” approaches foundedrepeated sampling more appealing, but also be@austng
limitations in computing power and available softevaBayesian methods require more computationatBnse
procedures, such as high dimensional numericagiat®n to describe the posterior distribution loé model

1 Mendel University in Brno, School of Business d&wbnomics, Zegdelska 1, 613 00 Brno, Czech Republic,
email: vadamec@mendelu.cz.
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parameters (Martin et al. [6]). Improvements in poier technology and development of new softwamkpa
ages in recent years contributed greatly to risitigctiveness of these methods.

According to Gelman et al. [3] Bayesian analysisuith be completed in sequence of three distinpisste

« Formulating a full probability model, a joint prdiikity distribution of the observed and hidden qjitées of
the system. The probability model must be in acance with knowledge about the underlying scientific
theory and the way data were collected.

« Conditioning on the collected data is performed¢wdating the correct posterior distribution - tbendi-
tional probability distribution of the unknownsygn the observed data.

« Evaluating the model fit and properties of the pdset distribution. Analysts must check, how weiet
model fits the data, how much sensitive are thearmigal findings to the model assumptions and wtrethe
conclusions from the model are in accordance ws#r expectations and the underlying theory.

If the model is not found acceptable, one or séva@ssumptions about the model in step one mushbaged
and the series of steps is repeated.

An important step in Bayesian analysis is formolatof prior beliefs about values of the parameté/gh
shortage of prior knowledge about the model pararsgthe analyst may choose to apply so called” “ta
weak non-informative prior, which provides little oo information about the parameters, comparatidbcon-
tained in data. Bayesian and non-Bayesian analysis often arrive at similar conclusions with wealor in-
formation about parameter values, since in botHyaea the conclusions were driven mainly by theilabke
data. Further, it is of great practical advantagehoose a prior distribution in the family of salled conjugate
distributions. In such case, the posterior distiduis in the same family of distributions, as {or, which
makes the calculations of the posterior uncompitat

Bayesian methods, like Markov chain Monte Carlo (M) allow the analyst to consider a model of prob-
ability for the observed data of often-limited semed incorporate his/her prior beliefs about valoiethe model
coefficients or distribution of random variablesthe process of estimation or statistical inferer@imce its
discovery (see Metropolis et al. [7]), it helpedcaimvent the difficult task of obtaining analytidategrals re-
quired for formulating the posterior probabilitysttibutions. MCMC generates a Markov chain, whdaéia-
ary distribution after convergence approximatespibgterior. The simulated samples from the posteligtribu-
tion are later used to compute the Bayes estimafaise expected value, standard error, mode, dear@nd to
perform the sensitivity analysis [13]. Several gats of MCMC algorithm have been developed in thet.p
Gibbs sampling, Metropolis — Hastings or Reversjbiap can serve as examples.

Objective of this study is to detect presence a@attetiming of structural change-points in annirakt series
of Poisson distributed counts via Bayesian apprastribed in Chib [2], Park [8] and Martin et [&]. Com-
parison of candidate models, posterior probabditichange-point presence, probability of regimengeaand
Bayesian model output shall be provided. Statikticwlysis and preparation of plots were securetth Wi
software, version 3.2.0. [10] and special add-artkpges, mainly the MCMCpack [6] and coda [9].

2 Material and Methods

In this study, we applied Bayesian change-point ehdxy Chib [2] to the Poisson count data. The tseeges
data are assumed to stand for Poisson distributedts y, ~ Poisson (A,,,), m= 12...,M , generated from
numerous states or regimes separatell lmhange-points. Objective of the Bayesian analgsis determine the
number and position of the change-points and diyaifitt impact of the regimes on the process geingrate
data. In the Bayesian model, the parameters of Rloésson distribution in regimes are distributed
Am ~Gamma(y,9d) , wherey >0, 4 >0 are the shape and scale parameters of the Garstmaution, respec-
tively. Probabilities that observation is imth state are distributeg,,, ~ Beta(a, 8) , wherea >0, >0 are
parameters of the Beta distribution.

Several prior and posterior distributions are cdesd in the Bayesian analysis following the thstsg pro-
cedure of Gelman et al. [3]. The prior distributiwith probability densityz(0) reflects the analyst beliefs about
the parametric vecto® with presumed continuous distribution. The prigregards the distribution of the ob-
served data. The conditional distribution(y |0) is the marginal likelihood of the empirical dagayen the

parametric vecto® of the model and effectively, it is the samplingtdbution of the data. The joint probability
distribution of the observed and latent quantitéthe system is formulated as product of the paiwd the like-
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lihood of the datarz(y,0) = 77(0)7z(y | 0) . The probability density of the dat(y) is received by integral of the
simultaneous density

7i(y) = | 71(0)7z(y | 0)d0 . @

Posterior conditional density of the vec®rgiven data, is obtained by application of the Bafggmula

n(y.8) _ n@0)n(y16)

ny) ) @

@ly)=

Markov chains from the target posterior distribntere generated with well-chosen “burn-in” sequebee
cause the initial Markov samples may not originfaten the desired posterior distribution. The analysist
therefore verify convergence of the Markov chairthte equilibrium posterior distribution. The diagtios is
based primarily upon visual inspection and numéricdicators of Markov chain mixing, stationarity the
posterior distribution and detection of sizeabléaseorrelations or cross correlations.

The better the Markov chain mixing, the smaller gkarsize is required after the transition “burn-se-
quence to accurately estimate the expected valmance, mode and quantiles of the posterior Bistion.
Whenever possible, several Markov chains can belated with different starting values. Under comesrce,
between-chain variation becomes negligible, whilthiw-chain variability turns large. Numerical cargence
indicator devised by Gelman and Rubin [4] utilizbe above principle to produce Scale Reductiondfact
(SRF). Several other formal diagnostic tests dstexi assist in checking convergence, such as thageosed
by Plummer et al. [9] or Raftery and Lewis [11].

Competing Bayesian models with unequal number ahgh-points can be pair-wise compared by the means
of Bayes factors (BF) described in Kass and RaffglyBF is defined as ratio of the marginal likelods re-
lated to candidate models A and B to be comparedBF,; = 77(y [0 ,4)/77(y |0g) , and it indicates the amount
of evidence in favor of model A over model B. Squanatrix of natural log transformed Bayes factarére-
quently provided to assess pair-wise superiorityhef contending models under study. Kass and Raf&r
suggested guidelines to assess evidence to praf@sin model A to model B (see Tab. 1).

BFas 2InBF g Evidence for model A over B
©, 1) (-00, 0) Negative
[1, 3) [0, 2) Weak
[3, 20) [2, 6) Positive
[20, 150) [6, 10) Strong
[150, o) [10, ) Very strong

Table 1 Guidelines to assess evidence to favor model A owelel B

3 Resultsand Discussion

Data in this study symbolize annual counts of consfakair traffic accidents with at least one fatatollected
during years 1950-2014. Data embrace only the antsdof civil commercial aircraft with at least fp@ssenger
seats; accidents involving planes with fewer seame excluded. Presumably, the observed counts intue
enced not only by the sheer volume of the civiltgiffic, rising exponentially since the 1950s, higo through
advances in technology, air traffic control, weatfgecast, airline staff training and quality nteimance. Data
can be viewed in the top diagram of Fig. 1, accargzhby 5-year centered linear convolution filtepetting
the over time steadily declining trend. A similagcdeasing pattern was documented in annual humaraltg
figures or occurrences of complete hull destruchieyond economical repair (not shown).

In our study, six Bayesian linear models with vialganumber of change-points ranging frovh =0 to
M =5 were specified and corresponding Markov chainsevgemerated for the parameters of the Poisson dis-
tribution in M +1 states. In Bayesian models, position of the chamugets was unknown and had to be esti-
mated. Hyper parameters of the Gamma distributierewspecifiedy =23 and d =1.

Tab. 2 summarizes the matrix of natural logs of Blagres factors for pair-wise assessment of theidated
models. It appears, that model with three changetpd =3 is the most superior over the remaining specifi-
cations, followed closely by model withl = 2. Further evidence for this conclusion is giverTab. 3 showing
posterior probabilities that a specific model isreot, given one candidate model is correct. Ndy orodel with
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M =3 has the highest posterior probabilify= 0576 of being correct, but also the largest value ef litg
marginal likelihood, thus providing proof for thisodel supremacy. This Bayesian model shall be durgvalu-
ated and discussed.

Number of change-points 0 1 2 3 4 5
0 0.00 -62.70 -74.30 -75.18 -73.94 -70.73
1 62.70 0.00 -11.60 -12.48 -11.24 -8.04
2 74.30 11.60 0.00 -0.88 0.36 3.57
3 75.18 12.48 0.88 0.00 1.23 4.44
4 73.94 11.24 -0.36 -1.23 0.00 3.21
5 70.73 8.04 -3.57 -4.44 -3.21 0.00

Table 2 Matrix of the natural logarithms of Bayes factors

Number of change-points 0 1 2 3 4 5
Posterior probability <0.001 <0.001 0.246 0.576 0.171 0.007
Log marginal likelihood -282.3 -219.6 -208.0 -207.1 -208.3 -211.5

Table 3 Posterior probabilities that a specific modeldsrect, given one model under study is correct

For the winning model, 115 000 samples were geeérat 4 chains excluding the initial 55 000 sampuitthe
burn-in sequence and applying the chain thinning o 20. Gibbs sampler, a variant of MCMC, dessditin
Robert and Cassella [12], was used to generatdltitkov chains. The size of the burn-in sequence therd
thinning rate were chosen to ease convergencestabde posterior distribution and improve the chairing,
since smaller values of these adjustment technigpegared inadequate. Consequently, 3 000 goodlesmp
were retained in each chain, since effective samsigke adjusted for autocorrelation suggested so/reamples.

It should be mentioned, that unbiased estimatioi@fosterior means does not require zero autletions of
lagged chain samples, however, posterior variastimation can be affected and efficiency may bé IBseffi-
cients of 1-st order serial correlations can benébin Tab. 4. Patterns of ACF showed swift expoiaéitecay
towards zero.

Par ameter Period Mean SD Mode HPD,_ HPDy SRFose0 SRFoors p1
A 1950 — 1957 26.20 2.84 24.59 21.14 31.32 1.00 1.00 0.315
A2 1958 — 1977 29.15 4.35 31.43 19.88 30.00 1.00 1.00 0.584
A3 1978 — 2000 21.21 1.46 21.30 18.49 24.03 1.00 1.00 0.102
Ay 2001 - 2014 11.25 0.95 11.22 9.47 13.07 1.00 1.00 0.023

Table 4 Bayes estimators of the posterior distribution entticators of convergence

Gelman and Rubin convergence diagnostic [4] wapgregl from 5 independently generated chains with
dispersed starting values. Median and 97.5 % SRathiction Factors < 1.1 indicate likely convergeincdis-
tribution and good chain mixing (Tab. 4). Stabildy the distribution was also verified by the Kolgawov-
Smirnov test of distribution equality in the firmhd the second half of the Markov chain [12]. Siighof the
ECDF of the posterior distribution (Markov chairgncbe further illustrated in plots of sample quastifor
selected probabilities depending on the Gibbs samigrations (see Fig. 1). Simulated Markov chaifter
post-simulation adjustment were used to obtain Bagtimators of the posterior expected value, poststan-
dard deviation, posterior mode and to construc¥®Highest Posterior Density intervals (see TabE4}Jimated
quantiles of interest from the posterior distribatdf the Poisson parametetg are provided in Tab. 5.

Par ameter Period Qo025 Qozs Qoso Qors Qogrs
A1 1950 — 1957 20.76 24.09 26.19 28.54 31.11
A2 1958 — 1977 19.77 28.50 30.56 31.89 34.95
Az 1978 — 2000 17.40 20.56 21.31 22.05 23.55
Ay 2001 - 2014 9.52 10.60 11.22 11.88 13.17

Table 5 Estimated quantiles of the posterior distribution



Mathematical Methods in Economics 2015

7 M'\...__\__“
35

30

28 —
30 -] Mg

26 —

24
25 —

22 —

20 20 | In

T T T T T T T T T T T T
60000 80000 100000 60000 80000 100000

24

23

22

21 —

20

T T T T T T
60000 80000 100000 60000 80000 100000

Figure 1 Plots of 2.5%, 50% and 97.5% empirical quantilgaist the Gibbs sampler iterations. Quantiles
in the 1-st regime are in the top left, 2-nd regtogright, 3-rd regime bottom left and 4-th regibwtom right

The model of our choice detected three change-ptocated in 1958, 1978 and 2001 with four sepamte
gimes affecting the incidence of fatal airline aerits. Posterior probability that an observatioanges between
adjacent regimes is shown in Fig. 1 (middle diagramhere estimated change-points correspond td fmeak
probabilities. Posterior probability of, observation membership in one of four possiblénneg is in the bot-
tom graph. Posterior means, medians and moded foparameters in regimes do indicate overall deangasi
tendency in fatal accidents during the period is gtudy (Tabs. 4 and 5). Decreasing posteriordstahdevia-
tion from regime 1 to 4 points to increasing stgpih the annual number of accidents, as time prsges. Tim-
ing of the change-points could be attributed tdwbedogy advancements and strict safety regulatisineduced
progressively in the commercial aviation.

In early stages of commercial air travel in 1950d 4960s, the passenger aircraft, flight contra ather
systems of the air traffic were relatively unsofibated and safety restrictions were relaxed. dttte compara-
tively high deadly accidents rates in regimes ome tvo in relation to the low number of flights tremounted
to tens of thousand or hundreds of thousand per yethis period. Around 1978, most flights weigecated by
more advanced second-generation passenger awdgthfintegrated Automated Flight System, which aeist
contributed to lower accident rates and declinnegd of accidents in the third regime. During thésiod, the
number of passenger flights ranged from 10 to 1Bamiper year.

Additional substantial reduction in airliner acaiie can be found in the fourth regime starting @02 Es-
timated quantiles of the posterior distribution farameterd, indicate low variations in annual counts of acci-
dents in this period and favourable propertieshif estimate. The noticeable fall was likely caubgdcumu-
lated effects of sweeping overhaul of aviation sefeocedures that followed after events of Sep@mili, 2001
and continuing penetration of fourth-generatiomplaines equipped with modern Fly-By-Wire system it
envelope protection, which prevents unusual evieats happening during flight. During this periodscoirrence
of some types of plane accidents, as a resultbnasght to near zero. It should be emphasizedtiieatery low
accident counts in regime four were achieved degpi fact that yearly numbers of commercial fligtlimbed
to levels between 15 and 30 million.

When discussing aircraft safety, commercial aitcnanufacturers put special emphasis on the roienof
provements in aviation technology. For exampleb@dr [1] publicly claim that launch of the new geatam of
passenger aircraft causes the rate of accidentsnifiean flights to reduce by half, compared to theevious
generation. Results from the current Bayesian mddehot contradict this statement. Extra focus afets,
convenience and passenger comfort contributed umddly to high value and attractiveness of the isesy
offered by commercial airlines.
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Figure 2 Observed data with 5-year moving average treng),(fmosterior probability of adjacent regime change
at given time (middle) and posterior probabilitptiobservation is in one of the four possible stét@ttom).

4 Conclusions

In statistical practice, available data can benetifficient size or inferior quality. In this sitiien, Bayesian
techniques can be introduced to effectively helpescesearch problems, traditional approachesdagddress,
as they combine the limited empirical informatioithnanalyst’s prior knowledge about the unknownapae-
ters. In this study, we fitted Bayesian change-poiadel to count data of air traffic accidents wlalities and
found evidence of falling accident rates, especiafter 1978 and 2001. Replacement of old airedtht those
with innovative technology and added safety featuegluces chances for unusual events and decrratedil-
ity of accidents, despite rising volume of air fiaf
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Equilibrium exchange rate in the Czech Republic
Emil Adamek

Abstract. Lots of possible explanations of the development of the exchange rate can
be found in the available literature. The aim of this paper is to find which factors in-
fluence the development of the Czech currency (measured as real effective exchange
rate) using the Equilibrium Exchange Rate Approach (EER) and to assess periods
with over valuated and under valuated exchange rate. This approach defines varia-
bles that cause changes in the level of the exchange rate and assess its effect on equi-
librium exchange rate. In the case of empirical analysis, there exist a lot of econo-
metric methods that can be used. This article is based on the (Johansen) cointegra-
tion analysis. Since principal of EER is to find lung run equilibrium, Vector Error
Correction Model (VECM) is constructed. Economic theory defines some variables
that influence equilibrium exchange rate. The most important of them are the labour
productivity, interest rates and government or foreign debt. These variables are also
used in this article. We use quarterly data from 2000 to 2014.

Keywords: equilibrium, exchange rate, cointegration, VECM.

JEL Classification: C22, E52, E58
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1 Introduction

Komarek and Motl [10] declare four reasons why central bank should monitor estimates of equilibrium exchange
rate. The first one is to gather knowledge for monetary policy implementation. The second motive is that
knowledge of EER level helps central banks to set policy instruments. The third reason is that exchange rate is a
key factor to evaluation competitiveness of whole economy. The last reason, which is very important especially
in the case of Czech Republic, is that information about EER is crucial factor while setting central parity or con-
version ratio before joining common monetary union. The aim of this paper is to find which factors influence the
development of the Czech currency (measured as real effective exchange rate) using the Equilibrium Exchange
Rate Approach (EER) and to assess periods with over valuated and under valuated exchange rate. Firstly, there
are mentioned theoretical and empirical backgrounds of EER. Then, there are described used methods and data.
In the next chapter, the results are presented. Conclusions remain last part of this paper.

2 Theoretical and empirical backgrounds

2.1 Concepts of equilibrium exchange rate

There exist a lot of concepts of EER. The classification of EER concepts is not united. One of the oldest theories
is the Purchasing Power Parity Theory (PPP) which proposes that the only determinant of exchange rate devel-
opment is price level (in the case of absolute version of PPP), respectively inflation rate (in the case of relative
one). Nevertheless, there exist some reasons (such as the Ballasa-Samuelson effect) why this theory does not
provide good explanation of exchange rate development especially in the case of transitive economies. Another
traditional theory is the Uncovered Interest Parity Theory (UIP). UIP declares that expected change in the nomi-
nal exchange rate is determined by the interest rate differential. Capital Enhanced Equilibrium Exchange Rate
(CHEER) is combination of PPP and UIP. It was developed by Johansen and Juselius [8]. Unlike PPP, CHEER
deals with capital flows. It claims that the difference in domestic and foreign interest rates can cause misalign-
ment between spot exchange rate and exchange rate defined by PPP. Behavior Equilibrium Exchange Rate
(BEER), created by MacDonald [13], is based on above mentioned approaches but it also tries to find other de-
terminants of exchange rate development. Skop and Vejmélek [15] call it a statistical approach because it uses
statistical methods to find determinants of exchange rate development (so called data mining). BEER approach
is the most similar approach to this paper. For other approaches to EER such as Fundamental Equilibrium Ex-
change Rate (FEER), Desired Equilibrium Exchange Rate (DEER), Atheoretical Permanent Equilibrium Ex-
change Rate (APEER), Permanent Equilibrium Exchange Rate (PEER) or Natural Real Exchange Rate
(NATREX), see e.g. Driver and Westaway [5] or MacDonald [12].

Yv§B-Technical University of Ostrava, Faculty of Economics, Department of National Economy, Sokolska tF.
33, 701 21 Ostrava 1, Czech Republic, e-mail: emil.adamek@vsb.cz

7



Mathematical Methods in Economics 2015

2.2 Determinants of exchange rate

As it was mentioned above, BEER concept tries to identify variables that determine equilibrium exchange rate.
First of all, it is important to discuss which kind of exchange rate is explained. Some concepts use nominal ex-
change rate or real exchange rate whereas others use real effective exchange rate. For further discussion see e.g.
[5]. In this paper real effective exchange rate is used according to original MacDonald's approach [13]. One of
the factors that influence EER is real interest rate differential. According to UIP, a currency with a negative
interest rate differential is expected to appreciate (because of impossibility of arbitrage opportunity). Also in-
creasing interest rate differential will cause higher capital flows to domestic country and higher demand for its
currency. Next determinant are net foreign assets (NFA). Deficit of current account leads to increase of foreign
debt, which is financed by foreign investors, who demand (to adjust their portfolios) a higher yield. At given
interest rates, this can only be accomplished through a depreciation of the currency of the debtor country. Never-
theless, changes of NFA in reaction to exogenous shocks could be offset by adjustments in the capital stock.
Since changes in the net foreign asset position and changes in the capital stock have countervailing effects, the
impact on the EER may be ambiguous as Maeso-Fernandes et al. [14] claim. Productivity differential is very
important, especially in the case of transitive economies. A higher average productivity in the domestic economy
relative to the foreign leads to appreciation of domestic currency. This is known as the Ballasa-Samuelson effect.
Another determinant is a government debt. It reflects time variant risk. Higher levels of government debt lead to
depreciation of domestic currency.

2.3 Review of empirical literature

Komarek and Motl [10] compute BEER and FEER for Czech Republic using quarterly data (1996:Q1 —
2011:Q4). They estimate real (bilateral) exchange rate (CZK/EUR). As concerns BEER, the cointegration anal-
yses are used. Depending variables are productivity difference, net foreign assets and ratio of real investments
and export on GDP. The results confirm the estimates of exchange rate overvaluation by mid-1997 and in 1998,
2002 and 2008. Since 2009, the model suggests a significant slowdown in the appreciation of the equilibrium.
Skop and Vejmélek [15] estimate NATREX. Quarterly data covered 1995:Q1 — 2007:Q4 periods. They con-
structe VECM while depending variables are output gap, time preference gap and terms of trade gap. They find
that exchange rate is overvaulted in 1995-1998 periods and that NATREX appreciated in long run. Babetskii
and Balazs [1] estimate BEER for Czech Republic. They use monthly data from 1993:M1 to 2004:M9. They
apply several alternative cointegration techniques and identify a period of an overvaluation in 1997 and in 1999,
an increasing overvaluation until 2002, an undervaluation in 2003 and a correction towards equilibrium in the
second half of 2004. Komarek and Melecky [11] estimate BEER in 1994:Q1 — 2004:Q1. As determinants of the
real equilibrium exchange rate they consider the productivity differential, the interest rate differential, the terms
of trade, net foreign direct investment, net foreign assets, government consumption and the degree of openness.
They find that the exchange rate is on average undervalued over the period 1994 to 2004 by about 7 percent with
respect to the estimated BEER.

3 Methods and data

In this chapter, used methods and data are described. To evaluate EER, Vector Error Correction Model (VECM)
is constructed. Quarterly data cover 2000:Q2 — 2014:Q3 periods.

3.1 Methods

In the case of cointegration analysis, it is needed that all (or at least some of them as Clark and MacDonald [3]
show) variables are integrated on the same level (usually 1(1)). That is why tests for stationarity are run. After the
detection of integration orders, the cointegration analysis is conducted by Johansen cointegration tests. In the last
step, the VECM is constructed. The theoretical backgrounds of mathematical methods follow.

Unit root tests

Dickey-Fuller test (DF) was developed by Dickey and Fuller [4]. There exist three variants of DF (so called (-
tests):

AY, =Y+ &, 1)

Ay, =By + Y té (2
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Ay, =By + Y+ B t+é, (3

where B, is an intercept, 3, is a trend and &, is residual component. Equation (1) includes neither intercept
nor trend (it is so called model of Random Walk); equation (2) includes intercept and equation (3) includes both
intercept and trend. The test statistic is defined as

oF=—? @

G(¢)
The null and the alternative hypothesis for all tests are Hy: ¢ = 0 time series has a unit root and Hy: ¢ <0
time series has not a unit root. However this version of the DF neglects serial autocorrelation, as Heij et al [7]

claim. If depended variable is conditionally autocorrelated DF cannot be used. That is why Augmented DF test
(ADF) is largely used. Former equations are replaced by:

P
AY, =@, + zyiAyl—i +é, ®)

i=1
while test statistic and critical values remain unchanged.

Cointegration analysis

Johansen cointegration tests (Johansen [9]) are the most common tests of cointegration? as Cipra [2] claims. The
advantage of these tests is that they permit more than one cointegration relationship. There exist two types of
Johansen cointegration tests:

1. 2 statistic:

ﬁtrace(r) =-n Z ln(17 i|) ' (6)
i=r+l

with hypothesis Ho: number of cointegration relationships < r and H;: number of cointegration relationships > r.
2. Ao Statistic:

Amax () === 7)), )

with hypothesis Ho: number of cointegration relationships = r and H;: number of cointegration relationships = r +
1.

3.2 Data

Real effective exchange rate (REER)
Real effective exchange rate (REER) can be generally expressed as:

w,

n (PSy )
RER=E, =]]| -

8
15 - ®

jt

where P; denotes domestic price level, P measures price level in country j, S;; is the nominal exchange rate and
w;; is the weight of country j in country i’s effective exchange rate index. In this paper RER is deflated by PPI.
Data are used from ARAD - data series system. Data in natural logarithm are used.

Real interest rate differential (SIR, LIR)

The difference between real domestic and foreign interest rate is computed for both long run (LIR) and short run
(SIR). LIR is measured by Maastricht criterion interest rate (10 years government bonds) - IR, whereas SIR as

2 For another possibility — Engle-Granger test, which is based on DF, [6]
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money market interest rate - IRs. Both LIR and SIR is obtained from Eurostat database and deflated by HICP.
They are computed as:

SIR=(IR, —7)— (IR, —=77), ©)

LIR=(IR -7)-(IR -7"), (10)
where 7 denotes inflation rate (computed from HICP) and * remarks foreign (euro area).

Net foreign assets (NFA)

Net foreign assets are measured as a ratio of Net International Investment Position to GDP in absolute value
(since all values are negative) so this variable represents deficit of international investment position. This varia-
ble is in natural logarithm form. Data are obtained from ARAD — data series system.

Productivity differential (PROD)

Productivity differential is approximated by variable PROD, which is computed as a ratio between domestic
(Czech) and foreign (euro area) real GDP (RGDP) per employee (EMP):

RGDP

PROD = EMP__ @)
RGDP

EMP"

where * denotes euro area. Data are gathered from Eurostat database. Time series is seasonal adjusted using
Census X12 method in EViews 7.

Government debt (DEBT)
Variable DEBT is the ratio of domestic and foreign ratio of government debt to GDP. It is computed as follows:
b
DEBT = -CDP_| 12)
D
GDP’

where D is government debt, GDP is nominal GDP and * remains foreign country (euro area in this case). Data
are obtained from Eurostat database. Missing values for euro area in period from 2001 to 2005 are computed by
linear interpolation using EViews 7 software.

Therefore, real effective exchange rate can be written as:
REER = f (SIR, LIR, NFA, PROD, DEBT). (13)

4 Results

The results of mathematical model are presented in this chapter. There are constructed several models while two
of them are presented here (Model 1 and Model 2). Model 2 is used to compute EER for Czech Republic.

As it was mentioned above, while constructing VECM, all variables have to by integrated on the same level.
ADF test results are depicted in Table 1. It can be seen that short run interest rate differential is stationary at
level. Other variables are 1 (1).

Because SIR is stationary in level, this variable is not included into a model. Model 1 based on equation (13)
is constructed as:

In REER, = &, + o, - LIR, +a, - IN(NFA), + ;- PROD, + at, - DEBT, +&,. (14)

10
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Based on VAR Lag Order Selection Criteria, lag 1 is chosen to run Johansen cointegration test. Both Trace
Test and Maximum Eigenvalue test confirm that there is 1 cointegration relationship. Results of Model 1 are
depicted in Table 2. Error Correction Term is negative and significant at 5 %.

levels 1% differences
statistics p-value statistics p-value
INREER -2,1587 0,2234 -7,6163 0,0000
SIR -3,3275 0,0182 -4,6146 0,0004
LIR -1,6826 0,4345 -6,2424 0,0000
InNNFA -2,5435 0,1109 -8,0760 0,0000
PROD -2,6628 0,0868 -5,8234 0,0000
DEBT -1,9237 0,3194 -9,0558 0,0000

Source: own calculation

Table 1 Results of ADF test

constant LIR INNFA PROD DEBT
statistics 5093611  -0,002741  0,284954*** -0,49394  -0,823125***
st. deviation 0,01019 0,04241 0,5221 0,1618
ECT =-0,3051** (-0,134) R?=0,1465 Durbin-Watson = 1,9794

Source: own calculation
Table 2 Output of Model 1

Nevertheless, two variables (LIR and PROD) are not significant. Therefore elimination methods are used.
The combination of determinants which provides best results is depicted in Model 2:

In REER, =, +«, - IN(NFA), + a, - DEBT, +¢,. (15)
constant InNNFA DEBT
statistics 4,825236  0,243285***  -0,704534***
st. deviation 0,02586 0,15492

ECT = -0,4161*** (-0,1406) R?= 0,1818, DW = 2,05
Source: own calculation

Table 3 Output of Model 2

The output of Model 2 is depicted in Table 3. ECT is negative and significant at 1 %. From Table 3, it is ob-
vious that higher level of deficit in NFA® leads to the appreciation of currency and higher government debt leads
to depreciation of currency. In table 4, there are expected and measured signs. All variables either have a right
sign or are not significant.

sign
expected model
LIR +
InNNFA +- +
PROD +

DEBT - -
Source: own calculations

Table 4 Expected and model signs

% Once again higher values of variable NFA represents higher deficit of Net International Investment Position.

11
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5 Conclusions

The first aim of this paper is to find determinants of exchange rate development. Net foreign assets and govern-
ment debt are found as the significant determinants. Both variables are largely used in other papers. The second
aim is to find periods with under valuated and over valuated real effective exchange rate.

4.70

00‘01‘02‘03‘04‘05‘06‘07‘08‘09‘10‘11‘12‘13‘14
Chart 1 Effective exchange rate and REER (in logarithm)

Development of both real effective and equilibrium exchange rate is depicted in Chart 1. Real effective ex-
change rate is overvaulted in periods 2001-2002, 2004-2005 and 2007 to mid-2009. There is appreciation trend
from 2000 to 2010 of equilibrium. Since the 2009-2011, EER has depreciated. This depreciation trend is also
consistent with others paper, for example Komarek and Motl [10].
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Evaluation of the state of e-government in European Union
countries
Eva Ardielli*

Abstract. E-government belongs to important trends of modetion efforts of
public administration and it is also the subjecvafious international comparisons.
The paper is focused on the comparison of the sustate of e-government in the
European Union countries and evaluation of thetjposbf the Czech Republic by
applying the methods of multi-criteria evaluatidratiernatives. The method used in
the comparison is TOPSIS (The Technique for OrdefelPence by Similarity to
Ideal Solution). It is one of the methods of maetliiteria evaluation of alternatives,
which in the result determines the overall ordealtérnatives. The method is based
on the assumption of the existence of the matnigluding the final list of alterna-
tives, ranked according to the final number ofecié.

In the research, there was selected the finabfistternatives (countries EU-28) and
criteria (9 e-government indicators). The reseasdbased on data set across multi-
ple data sources. These are mainly: “eGovernmentigeark” study from 2014,
data processed by Eurostat and data managed hjniterl Nations. Evaluated data
describe the state of e-government in the year 2013

Keywords: e-governmet, evaluation, TOPSIS, European Union.

JEL Classification: H11
AM S Classification: 91B10, 91B06, 90B50, 62C86

1 Introduction

E-government is one of important current trendpudflic administration modernization and it is ale subject
of international comparisons, as discussed by Kiwd$tour [10], West [16] or Bannister [1]. Inter@gon of
the term “e-government” is quite broad and divetg&he general definition describes e-governmerthasuse
of information and communication technologies (IG)a way of government transformation in orderirto
crease the availability, effectiveness and accduilitia

The importance of e-government in the context ef thodernization of public administration is dedstoa
with domestic authors such Hendrych [7] or Grédf]. E-government here does not simply represeatlirec-
tion of modernization of public administration, huts also discussed as a tool for modernizinglipuddmin-
istration.

The aim of the paper is the comparison of the ctirstate of e-government in the European Union t@s
and evaluation of the position of the Czech Repuf@iR). The state of e-government is evaluatedimtries
EU-28 in the year 2013 based on the indicators-gbvernment monitored by international institutioifie
structure of the article is devoted to introductenmd theoretical statement, where attention is paithe im-
portance of information and communication policyl agovernment as one of the important tools ferda-
velopment of the information society. The resultempirical research then evaluate e-governmethénCR
and in EU countries by selected criteria, using $#method.

1.1 E-government in European Information Policy

Fundamentals of the political decision to inveseigovernment services have been established ihishen
Strategy, which was approved by EU member statéseiryear 2000. As stated by Pekarek [12], theeropb-
rary concept of e-government in the EU is basetheroriginal eEurope initiative (An Information Sety For
All), which has been promoted in the EU since 1999.

E-government is in European information policiessidered as one of the tools for building an infation
society. Prospectively, it is assumed here thearestandardization of supply range of electroniblig services
and of the way of services providing, which shoatture interconnectivity of some e-government gmist
among EU member states. It is spoken about “Pangean e-services”, see [14]. In 2002 there wasduired

1 VSB-Technical University of Ostrava/Faculty of Bomnics, department of Public Economics, Sokolskéebt
33, Ostrava, Czech Republic, eva.ardielli@vsb.cz.
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continuing “eEurope 2005” initiative, where e-gawveent took also significant position. Currentlthe essen-
tial European strategic framework of e-governmeaited “Digital Agenda for Europe”. The document was
adopted in 2010 and it is the part of the “EuropaQ@ initiative. Strategy primarily highlights theurrent varia-
bility in the provision of e-government servicesass the EU, the lack of cross-border coveragd@nmaditiliza-
tion by citizens. In order to implement the Eurapg@alicy in the field of e-government and its ewfment in
practice across EU member states there are createdlled “Action plans”. These documents contpiecsic
measures and recommendations to successful imptetitenof e-government. The current action placated
»The European eGovernment Action Plan 2011-201&#&, [8] and it was adopted in 2010. The European-Com
mission has specified here the objectives of thgtéliAgenda strategy in the field of e-government.

1.2 Evaluation of e-government at supranational level

E-government has been monitored as a part of tiintes of many organizations. Approaches to moniitg of
e-government differ considerably across organinati¢-or example Eurostat [4] processes and evalaiait in

the field of e-government with usage of indicataasuring the interaction of citizens and businessgspub-

lic administration. The OECD has been involved ionitoring of the use of ICT in EU member countriest e-
government as a specific area is not measured l@rmmpean Commission's approach to evaluating e-
government is based on evaluation of the effecéssrof European Information Policy, see [2]. Thivity is
based on the obligations of the European institgtid’he United Nations [15] deals with the evahratf e-
government on the basis of the annual evaluatishetomposite indexes of e-government and e-fjzation.

Most approaches aimed at assessing the overaljy@metal state of e-government, and therefore agsess
formance of government at all levels of the counfiederal, regional and local. Only some approadbess on
the regional or local level. However, the monitoedovernment data of international organizatiores reot
consistent with each other, as there have beentonedidifferent time periods using different metblodgjies of
data collecting and data processing. The orgapizsthave been also focused on description of diftesub-
areas of e-government services, which are defimsédon specific needs and purpose of the orgamizafThe
paper focuses on the synthesis of these approathesynthesis output can contribute to achievimgmrehen-
sive information on the state of e-government i BU countries based on e-government indicatorsitored
by Eurostat, European Commission and United Na@snwell.

2 Methods

The method used in the comparison is TOPSIS (Tlebriigue for Order Preference by Similarity to Id8alu-
tion). It is one of the methods of multi-criterizaduation of alternatives. The aim of the methoéisnailti-
criteria evaluation of alternatives is to deterniihe ranking of individual alternatives in termssedected crite-
ria, wherein the alternative with the best rankiegresents the best compromise alternative, seel (8PSIS
method is based on the selection of alternativeishelosest to the ideal alternative and furttiesn basal alter-
native. In [5] is assumed the maximizing charaofesriteria. Application of TOPSIS method is addatls:
« creation of the criterial matrix that is accorditeg[11] representing the ranking of alternativesoading to
respective criteria:

Y, Y Y. Y
AL Vi1 Yiz e Yijer Var
Az Y21 Yoz Yaje Vor

Ai Ya Yize Yije  Yir

Am Ym1 Ym2 - ymj v Ymr
« creation of normalized criterial matrikaccording to following formula:

Yij
T =

m 2
i=1Yij
wherer; are elements of matriR, wherei = 1,2, ..m;j = 1,2, ..r; y; are the original input data for the alterna-
tive i and criteriorj; mis the number of alternatives;
« calculation of weighted criterion matrix W by folling equation:
Wi =V %1
wherew; is weight normalized value ang is weight of criterion. The acquired data matrixnisiltiplied by
weights of respective criteria according to [13];
« determination of the ideal and basal alternatilatire to the matrix valued/, see following formulas:
Hj = max(w;;)
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D; = min(w;;)
fori=1,2,..mandj=12,..r;
« distance calculation of alternatives to ideal alégive or from basal alternative by formula (1) #2d

(1)
(2
foralli=1,2,..mandj=1,2,...;
« calculation of the relative distance indicator iématives from basal alternative, see formua (3
di
a4 ®

wherei = 1,2, ...m;
« arrangement of alternatives by non-growing valdes.o
In the research, there was selected the finabfisiternatives (EU-28 countries) and criteriar§dicators of

various international organizations.) The resedsdbased on data set across multiple data sowsees(2], [4]
and [15]. The summarization of monitored e-goveminiedicators and their characteristics are shawhab. 1.

indicator organization characteristic

User Centric Government  European Commission  Shbevextent to which the service is provided online
and how is the delivery perceived by the user.

Transparent Government  European Commission  Shawsxiient to which governments are transparent
in terms of their own responsibilities and perfonta

Citizen Mobility European Commission  Indicates éxtent to which EU citizens can use online
services abroad.
Business Mobility European Commission  Indicatesetkient to which businesses can use online
services abroad.
Key Enablers European Commission Indicates thenextieonline technical requirements

availability as: elD, e-Documents, authentic sosyce
eSafe and SSO.
Online Service Index United Nations Describes #rge and quality of online services.
E-Participation Index United Nations Monitors thdine services and information provided
by governments to citizens, the interaction amdages
holders and involvement in decision-making procgsse

Internet Use — Individuals Eurostat Describes #re@ntage of individuals using the Inter-
net in relation to public administration.
Enterprises Using Internet Eurostat Describes éregmntage of enterprises using the Internet

in relation to public administration.

Table 1 Monitored indicators of e-government

The evaluated data describe the state of e-governim¢he year 2013. To facilitate the calculati@gesord-
ing to TOPSIS method was used the SANNA softwaeei§ied in [9].

3 Results

On the basis of the TOPSIS method there was peefbrdistance calculation from ideal and basal atére.
The coefficient of total distance of alternativio the ideal alternativd+ was calculated according to formula
(1). Coefficient of total distance of alternativérom basal alternativel- was calculated according to formula
(2). Subsequently there was calculated the reldistance indicator of alternatives from basalratiivec. The
relative distance of alternativérom the basal alternative is given by the form{@a Values for individual al-
ternatives are summarized in Tab. 2. The valugketalculated indicator range between 1 and OQué/@lcor-
responds to the basal alternative; value 1 corredpto the ideal alternative, as shown in e.g..[18]
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Country d+ di- Gi
Austria 0,03755 0,05317 0,58607
Belgium 0,04600 0,04067 0,46923
Bulgaria 0,06917 0,02068 0,23020
Croatia 0,06846 0,02001 0,22614
Cyprus 0,05405 0,03736 0,40871
Czech Republic 0,06683 0,02133 0,24195
Denmark 0,03642 0,05266 0,59116
Estonia 0,02037 0,06739 0,76787
Finland 0,02637 0,06221 0,70235
France 0,04007 0,05556 0,58097
Germany 0,05197 0,03886 0,42785
Greece 0,07189 0,02578 0,26392
Hungary 0,07086 0,01936 0,21456
Ireland 0,04574 0,04869 0,51562
Italy 0,05218 0,03769 0,41941
Latvia 0,04454 0,04591 0,50760
Lithuania 0,03309 0,05389 0,61959
Luxembourg 0,05080 0,03765 0,42562
Malta 0,03175 0,07397 0,69970
Netherlands 0,04065 0,05526 0,57616
Poland 0,05755 0,03262 0,36173
Portugal 0,03855 0,05468 0,58648
Romania 0,07772 0,01173 0,13110
Slovakia 0,07041 0,02404 0,25453
Slovenia 0,05223 0,03532 0,40343
Spain 0,04571 0,05464 0,54449
Sweden 0,03266 0,05420 0,62400
United Kingdom 0,04611 0,05168 0,52848

Table 2 Values of coefficient of total distance and relatdistance indicator of alternatives

Based on the result, it is possible to determireattiler of the European Union countries from thet bethe
worst in terms of the e-government functioningshswn in Fig. 1.

OO0O0O0000000or
ORPNWAUIONOWWOO

Relative distance indicator c;

EU countries

Figure 1 Evaluation of e-government state by TOPSIS methdbe EU (2013)
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Assessment of the state of e-government in the &ltcies in 2013 showed that on the best placéatenia
and the Nordic countries - Finland and Sweden, emtie worst e-government state is in Croatia, Bidgand
Romania. The chart also captures EU-countries gesréased on which can be deduced about theatitferin
e-government between original EU-15 countries dwedaiccessing countries EU-10 in 2004. The valueslaf
tive distance indicatar; are compared in Tab. 3.

EU countries Total relativeindicator ¢
EU-15 0,53
EU-10 0,29
EU-25 0,50
EU-28 0,46

Table 3 Comparison of the relative distance indicator ih &@untries

Based on the comparison of relative distance indiaz in EU countries, it is possible to conclude that i
terms of the e-government state the EU-15 counteash significantly better results on average tilee ofc
indicator reaches 0.53), while the EU-10 countdes lagging behind. The value of indicatpiin the EU-10
countries reaches 0.29, which is 45 % lower vahamn tin the case of the EU-15 countries. Here isipEsto
note the exceptional status of Estonia, which, ghoalso belongs among the countries of the ea&®ren-
largement in 2004, showed the best state of thevergment across the whole EU-28.

The EU countries were based on the e-governmeruati@n divided into three groups: countries with
above-average, average and below-average e-goverstaée see Fig. 2.

A 3
=1 Yy
N3 o~ ;

Legenda

SUOMI/FINLAND

Non-EU

C| Above-average
- Average
- Below-average

y A :
— -t
o "RNA GORA BULG
3 MAKEDONIIA .
w E . SHQIPE] , M
SPAN/ AN “

TN
CYPRUS

L I20I00Km -

Figure 2 Breakdown of EU countries according to the e-gorent state (2013)

To the group of countries with above-average e-guvent state in EU were included the EU countrigh w
¢ value higher than the EU-15 countries average. Agrtbe countries with the average level of e-govemm
were included the EU countries where thealue ranged between the average of EU-15 and Etblftries.
To the group of countries with below-average e-gonent state were included the EU countries witralue
lower than the EU-10 countries average. The CzeghuBlic is also included in this group of countries
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4 Conclusion

Based on the usage of TOPSIS method there wastHerevaluation of the current state of e-governnettie
EU-28 and the verification of the position of th& @ international comparison for the year 2013suts of
this own research dealing with evaluation of tfetesbf e-government in the CR reflect to a consibler extent
the current results obtained on the basis of iat@nal benchmarking activities of major internatibinstitu-
tions such as World Forum [17] or European Unicp The results of the evaluation of the EU-28 coestin
terms of the state of e-government by TOPSIS meitolde 2013 acknowledged, that the best rankirtgined
Estonia, then Finland, Sweden and Malta. The watege of e-government was reported in Romania, 8izdg
and Croatia. Based on the ranking of EU countriethk selected criteria from the best result tovloest was
showed that in the average the EU-10 countriesnatiee field of e-government significantly laggibghind in
comparison with the EU-15 countries. The valuehefrelative distance indicator in the EU-10 cowstiis only
55 % of the value of this indicator in the EU-1O0untries. This indicates significantly worse stafeee
government in the EU-10 countries in contrast ® BU-15 countries. One part of the research was taks
evaluation of e-government in the CR in comparigdth other EU countries. Based on the evaluatiothefe-
government state in the EU-28 in 2013 was foundlpiginsatisfactory position of the CR in the fiedfl e-
government. The CR ranked among the five worst t@smin the EU-28, thus belongs among below-awerag
EU countries in terms of the e-government state. dduse of the inadequacy of e-government statei€R is
mainly lack of basic concept and long-term lackndérest by Czech government. In the country tleeeeseri-
ous shortcomings, particularly on the side of publigital services providers. Changing the attitofigovern-
ment officials in this field is therefore require-government is a useful tool for reducing thet afspublic
administration and it is also the benefit for thsidents in terms of time savings. This area resndierefore the
main challenge to the future in the CR.
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Modification of the BCWS by Work Effort
Jan Barto3k3, Petr Kusera?, Tomas Subrt

Abstract. The paper deals with BCWS (Budgeted Cost for Wekformed) esti-
mation by work effort in context of the Student 8yame. Every existing activity in
any project is, to a higher or lower extent, deieed by the effect of the human
agent, which commonly takes a Student Syndrome.ftfr®tudent Syndrome phe-
nomenon is completely expressed by means of a matieal model, it would be
possible to improve prediction of its impact on Wweffort in project activities. Suc-
cessful duration of project activities is measubgdthe Earned value management
(EVM) tools, where the BCWS is a key parameter. BIBWS is created by work
effort in a project activity. Therefore, work effdras a hidden influence on EVM.
Consequently, in the real world of human resourtesBCWS is not usually linear.
This paper proposes new formulas for computing B@®WVS in the project for
Earned value management purposes. This proposdbecaised for a more precise
description of the real distribution of the worlcef.

Keywords: Project management, Earned Value Management, &t®iendrome,
Parkinson's law, Mathematical model, BCWS, Plandatlie, Work effort.

JEL Classification: C61
AMS Classification: 90B99

1 Introduction

Earned Value Management [8, 9 or 10] is based ampeoing the Baseline and Actual plan of the projeefi-
zation. Baseline and Actual plan is determined hy partial work of single resources in the parécyroject
activities. Baseline is always based on expectsduree work contours. The impact of human ageosisally
not included here. The impact of human agent isllysexpected only in the actual course of the gzbjThe
versatility of the human agent in projects can éscdbed also by the first “Parkinson’s law” [4]id natural for
people to distribute work effort irregularly to tiole time sequence which was determined by thellde of
the task termination. The questions of “Parkinsding law” in project management are further dedth in e.g.

5].

Work effort of an allocated resource has very ofieen researched in projects from the area ofrimdtion-
al technologies and software development, as tpesiects contain a high level of indefinitenessd aven
common and routine tasks are unique. At the same, tit concerns the area where it is possiblertd & great
number of approaches to estimate how laboriougrtbiect will be or how long the tasks will take daaso case
studies. The proposal for mathematical apparatuplémning the course of tasks within a case stadyealt
with for instance in [3], or Barry et al. [1]. Trauthors Ozdamar and Alanya [3] propose a partiquéaudo-
heuristic approach to estimate the tasks courseenthe indefiniteness in the project is expressetubzy sets.
Barry et al. [1] concentrate on the existence axmtession of the relation between project duratiod total
effort and in their theoretical starting points ythoint out the dynamics of the relation between éfffort and
project duration when a self-strengthening loop barexpected. The work effort can be described ad$og
system dynamic models as presented e.g. in a $tady project management teaching by Svirakova The
others who research the project complexity and veditet are for instance Clift and Vandenbosh {#ho point
out a connection between the length of life cyeld project management structure where a key fagtagain a
human agent.

The aim of the paper is to propose a new procefdurthe computation of BCWS (Budgeted Cost for Work
Performed) for Earned Value Management includirepuece work contours and “Student Syndrome” impact.
The authors build on the results of their previaasks and use mathematical models already defiyetthdm-
selves for “Student Syndrome” expression.
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Czech Republic, e-mail: bartoska@pef.czu.cz.
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2 Materials and methods

2.1 Earned Value Management (EVM)

Earned value management (EVM), also called deviaialysis or cost analysis, is a project manageteeh-

nique for measuring project performance and praghesan objective perspective. Within EVM the bugge
cost for work performedBCWPor EV (Earned value)), actual cost for work perform@€\\WPor AC (Actual

cost)), and budgeted cost for work scheduB@WSor PV (Planned value)) are measured and calculated:

« BCWSis defined as the permissible budgeted cost fooraplish project plan workload at some
stage during project implementation. It mainly eefed the regulation workload of plan, not the
regulation cost. The calculation formulaBEWS = Plan Workload xQuota Budget Price.

« BCWRPIs defined as the cost calculating the accomplesfitnof work and quota budget price, which
could be also called EV (earned value). It quaegifithe accomplishment of the project.
The calculation formula IBCWS = Accomplishment Workload xQuota Budget Price.

* ACWPIis defined as actual cost at some stage duringgirimplementation. ACWP is mainly used
to reflect the values of actual consumption.

BCWS BCWPandACWPparameters are used to calculate other paranj8te9% in particular schedule var-
iance 8\), cost varianceQV), cost performed indexCPl), schedule performance indexR)).

For each inspection day during the project reabratthe values of the parameters of BCWS, BCWP and
ACWP are written down. The values of these pararsdtgm S-Curve (see Figure 1) and consequently-doc
ment the development and state of the project firoterms of cost and time [10]. The project is asse ac-
cording to the differences between these parametdmreas the underlying assumption is a steadgase in
the work done as planned, namely in the value®BBWS parameter.

Planned = B COST
value il VARIANCE

TIME
VARIANCE

S BCWP

Time

Planned Complete

Inspection
complete date date

date

Figure 1 S-Curve [9]

2.2 *“Student Syndrome” phenomenon

If there is a deadline determined for the comptetib a task and a resource is a human agent, tireesmakes
its effort during the activity realisation uneverdpd with a variable intensity. Delay during adgiviealisation
with human source participation leads to stres® ¢ension aimed at the resource or the tensigheofesource
him/herself. The development and growth of the imnevokes the increase in the work effort of thenhn
agent allocated as a resource. Figure 2 demorstpaigsible behaviour of the human resource knowthes

“Student Syndrome”.
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'

Student Syndrome
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Figure 2 The variability of work effort during the “Stude8yndrome”

This phenomenon has its equivalent in psycholodyere it is known as ,procrastination“. Having besen
signed a task, the human factor is under the inflaeof his or her natural behaviour and after atstime-
interval s/he tries to create reserves in of hieerwork effort. At the moment of discovery thlaé ttask is not
been fulfilled in the time framework, there occardreakthrough in the resource’s behaviour. Aneasing
stress of the source leads to tension and a rapitly of work effort to enormous values.

2.3 Mathematical model of the “Student Syndrome”

In [6] the following mathematical expression of ti&udent Syndrome” is proposed:

First, a function expressing the proper “Studenmiddgme” is introduced. Let this function be denolbgp;.
The rate of resources utilization in the allocatafrresources during the implementation of profasks cannot
exceed 100%. We cannot expect resources utilizativside of their power. Therefore, to express‘8tedent
Syndrome”, it is necessary to find such a funcpoeo that

[ pu(tdt =1 &)

Functionp: should have three minim@a(t) = 0 int = 0,t = 0.5, andt = 1; and two maxima: former one
close to the begin and latter one close to theddrtie task realization. The description of theut&nt Syn-
drome” which requires these conditions can bezedlusing the #degree polynomial:

p1 = —120*+2403-150%+30 )
Beside this, functions denoted py expressing the resource allocation according riglsistandard work

contours of flat, back loaded, front loaded, douybéak, bell and turtle are proposed in [6]. Sinylafor all
these functiongs:

[ pa(t)ydt =1 3)

Similarly, all these functions are in the form 8fdegree polynomial. For more details see [6].

The expression of the “Student Syndrome” during reralization of a task can be variously strong.réhe
fore, we introduce the rateof the “Student Syndrome” which acquires valuesveen 0 and 1. The case of
r =0 will represent a situation when the “StudephdBome” does not occur at all and the resource khe
work contour exactly. On the other hand, the cdse=ol means that the “Student Syndrome” manifesits iall
strength and the resource absolutely ignore thé wontour. Of course, both the previous cases gpethet-
ical. As a result, we can model the resource wéfidetep during a real task realization in the foliog way:

p = rpr+(1-r)pz (4)

From (1) and (3) the following holds again:
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[ p(tyat =1 (5)

3 Results and discussion

This approach can be applied when computing the BGBUudgeted Cost for Work Performed) of a activity
the project. It is computed in the classical waysihg the formula

BCWS= Percentage according to the calend&AC 6)

whereBAC s Budget at completion of the project. Let usaterbya the part of the task duration for which we
want to express the BCWS (e.g. for determiningBB&VS for the first quarter of the task duratiars 0.25 is
used). The share of the whole work effort whicts thart of the task duration requires can be caledlfor a
single resource as

[ p(tydt =1 )

Let there aren resources, indexed by 1, 2, n,,allocated at the task. LBg pw, p« denotes, pi, p2 for k-th
resource. Then the BCWS farcan be computed

BCWS = [Z

k=1

[P+ @) pa () dt] (BAC ®

3.1 Case study

Let us consider a project task with three resoustlesated. Their work contours are back loaded/etiand
double peek, respectively. Their “Student Syndromsg&s are; = 0.3,r> =r3 = 0.2. This approach enables to
demonstrate how much part of the work needed fpidmentation the task has been worked to variousste
both of single sources and in common. These terere whosen as first quartexr £ 0.25), first half & = 0.5)
and first three quartera € 0.75) of the task duration. The results are sanmead in Table 1.

a (ratio of the task duration 0.25 0.5 0.75
Resource 1ffont loaded 0.12 0.3 0.58
Resource 2trtle) 0.22 0.5 0.78
Resource 3double peak 0.30 0.5 0.70
Total work effort 0.22 0.43 0.68

Table 1 Computing values of the BCWS wiBAC= 1

The BCWS growth for single resources is presenidéigure 3. In case of none of these sources thik afe
fort grows uniformly due to the “Student Syndroneipact and thus BCWS also grows nonlinearly upighliy
variably. Especially in case of Resource 1, wheeework contoufFront loadedis expected, we can see a de-
cline of BCWS during the first half of the task dtion and an enormous growth of BCWS at the enda As-
sult, the expected course of the Front Loaded ifVBQdoes not occur. In case of Resource 3, whergvtink
contourFont Double pealis expected, “sway” of the work effort occurs an@\BS grows incredibly irregular-
ly. At the beginning the resource spends efforhliighan expected. Such an increased effort atithevhere it
is not planned may be inefficient for the project.
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1,2
«sesses Resource 1 (front loaded)
1
Resource 2 (turtle)
0,8
= == Resource 3 (double peak)
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Figure 3 BCWS for Resource 1, Resource 2 and Resource 3

We can assume the involvement of a higher numbeesdurces in an Aggregate activity in the project.
BCWS in the Aggregate activity is given by the sofiplanned work by single resources. If we sum BCW#¥S
Resource 1, Resource 2 and Resource 3, we obtaldBfor the Aggregate activity. The resulting BCWS i
determined by the work contours of single resouaresby the impact of the “Student Syndrome” ors¢herork
contours.

1.2

Aggregate activity (Resource 1 + Resource 2 + Resource 3)

= = =« Uniform workflow (linear) /
038 =2

0,6 P

04 =

] ' T T T T T T T T T T T T T
0 005 01 015 02 025 03 035 04 045 05 055 06 065 07 075 08 085 09 095 1

T T T T T T

Figure 4 BCWS for Agregate activity (Resource 1 + Reso@eeResource 3)

The overall work effort for the Aggregate activigespite the planned and expected work contouregs-
tively affected due to the “Student Syndrome”. Tk effort decreases during the task realizatiot grows
enormously at the end. BCWS may incredibly diffemfi the theoretically expected uniform increasénre as
presumed in the classical EVM approach [9].

4 Conclusion

The paper deals with a modification of the BCWSdgeted Cost for Work Performed) computation inahgdi
the “Student Syndrome” impact on resource work @ont The resource work effort affects the growth of
BCWS. BCWS may grow unevenly up to highly variabiyreal environment. It is not possible to expeait u
form increase of BCWS always and in case of aljgmtotasks. In case of changing BCWS, Earned Vilae-
agement may provide with fundamentally differersules for the assessment of the state and develdprhéhe
project. The “Student Syndrome” impact manifesteespurces work effort, changes the work contoapstand
transfers itself into the whole project and EVMaraeters. The work contours of the resources antStuelent
Syndrome” impact may have a significant effect othtthe actual and planned course of the projestiaf as
computations in EVM are based on unrealisticallyested BCWS, EVM may be unsuccessful.
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Mathematical approximation of confusion index
Jitka Bartoéoval, Vladislav Bina®

Abstract. The well-known technique of cluster analysis ranks among the tools used
for analyzing and understanding large datasets. Non-hierarchical clustering is also
employed in EM-algorithm that uses complex empirical conditional or joint distribu-
tions for so-called “model-based” clustering. Non-hierarchical clustering methods
demand preliminary knowledge of the number of clusters. Penalized information cri-
teria (AIC, BIC) are used for preliminarily estimating the number of components for
EM-algorithm. However, clustering with mixture models does not provide the pos-
sibility to achieve perfect separation; we obtain only probabilities of objects falling
into the particular clusters. We have already discussed the issues concerning whether
the resulting mixture components are separated and to what extent the classification
is unambiguous in Bartosova and Bina (2014), and Longford and Bartosova (2014).
The confusion index was used here for measuring separation and clustering. Its ana-
lytical formulation does not exist for any non-trivial pair of distributions, but under
certain conditions it can be approximated. The paper presented is devoted to the der-
ivation of approximation of the confusion index under the assumption of normality.

Keywords: confusion index; finite mixture of densities; mathematical approxima-
tion.

JEL Classification: C38, C44
AMS Classification: 62H30

1 Obiject clustering

A clustering serves as a tool for analyzing and understanding large data files. We can distinguish two types of
clustering methods — hierarchical and non-hierarchical. Hierarchical clustering does not require any preliminary
knowledge about the number of clusters and provides the possibility of creating and presenting a detailed struc-
ture of data (using a dendrogram). On the contrary, non-hierarchical clustering approaches require setting the
number of clusters preliminarily. The success of this decomposition is conditioned by a good initial solution
(initial decomposition) where objects are sorted according to their distance from the centroids of each cluster.
Two basic categories of clustering methods correspond to this classification — distance-based methods and prob-
abilistic approaches. Distance based methods assign objects into the classes unambiguously. Probabilistic meth-
ods do not classify unambiguously, only calculate the probabilities of membership in particular (latent) classes.

In the course of time, many methods differing in the approach to clustering have been developed — for more
see the papers by Loster (2014), Rezankova (2013), Rezankova and Husek (2012), Stankovi¢ova and Vojtkova
(2007), Sulc and Rezankova (2015) among many others. Clustering methods have a wide range of applications
in many different branches. Economical applications can be found, for example, in papers by Pavelka and Loster
(2014), and Rezankové and Laster (2013) as well as by other authors.

1.1 Issues of Bayesian clustering

Bayesian clustering ranks among non-hierarchical clustering methods that require preliminarily setting the num-
ber of clusters (number of mixture components). The well-known EM-algorithm is based on Bayesian clustering
(see Dempster, Laird and Rubin, 1977) and is based on the assumption of the mixture character of the data files.
The algorithm employs the well-known fact that each continuous distribution can be approximated with suffi-
cient accuracy using a mixture of normal curves. The number of mixture components is not known in advance —
it must be estimated expertly or by using some penalized information criterion. Penalization is essential, since
each additional component increases the accuracy of the model. Penalization introduces a “penalty” for the high-
er number of parameters in the model, i.e., it penalizes the growth of complexity.

Akaike information criterion (AIC), (see Akaike, 1973), measures the relative quality of a statistical model.
AIC penalizes the number of parameters less strongly than another well-known criterion, the Bayesian infor-
mation criterion (BIC) that was developed independently by Schwarz (1978). These criteria do not serve as a test
of statistical significance; they provide the possibility of choosing the most suitable model from the given set.

L2 University of Economics in Prague, Faculty of Management, Department of Exact Methods, Jaro§ovska
1117/11, 37701 Jindtichav Hradec, {bartosov,bina}@fm.vse.cz..
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Decomposition of the mixture into components (clusters) can be implemented using mclust (see Fraley and
Raftery, 2003), an R package for mixture modeling. This algorithm embeds a well-known EM-algorithm for
multivariate normal mixtures. The optimal number of clusters is chosen according to the Bayesian information
criterion.

However, the “optimal” number of clusters does not always correspond to reality. The estimated number of
clusters often exceeds the real one and it is necessary to find a method for suitably merging some of the clusters.
This process is also realized by different approaches, for example, Tantrum, Murua and Stuetzle (2003) propose
some graphical diagnostics and recommend employing hierarchical methods based on a dip test of unimodality
(see Hartigan and Hartigan, 1985).

Non-hierarchical methods also exist, e.g., mixtures of normal components and some of these methods apply
during aggregation of well-known method of k-means, etc. Hennig (2010) also focused on methods for aggregat-
ing components of normal mixtures into the form of (well separable) clusters, where he analyzed several differ-
ent methods, many of them with some objections. Therefore, he proposed new aggregation concepts different
from ones based on unimodality and he proposed the so-called “DEMP method” using an estimate of probability
of a wrong classification (for more detail, see Hennig, 2010). An explicit expression also exists for determining
the distance of two multivariate normal distributions (Fukunaga, 1990) based on the determinant and the inverse
of covariance matrix of components. It is problematic to estimate its value with sufficient precision and the re-
sults can be biased (in the case of nearly singular matrices). An extensive amount of literature also concerns
methods of cluster determination.

2 Confusion index

Whether all mixture components (estimated, e.g., by the mclust procedure) will be considered to be clusters can
be decided using measure of their separation. In case of high separation the probability of assignment to the
“right” cluster is also high, although we do not know for sure to which cluster it belongs. For a quantitative eval-
uation we can use the confusion index presented in the papers by Longford and Bartosova (2014), and Bartosova
and Bina (2014). The confusion index of components 4 and B is here given by the probability that a randomly
chosen observation x from component B is incorrectly classified to A. The classification rule is a conditional
probability that any observation x from the domain of densities f, (resp. f3) is from the component 4, resp. B

Pafa(X)

_— =1-r
Pafa(x)+pgfa(x)

T ane = Tesp. I gjae X AAB * (€]

Confusion index 74 is given by the expected probability that component A will have assigned a random
sample from the distribution of the component B,

pafa(X)fg(x)
= [Pan0MY 4
e IpAfA(x)+ Do fa(d) @

For more details, again see Longford and Bartosova (2014) or BartoSova and Bina (2014).

2.1 Mathematical approximation

Analytical expression of the confusion index does not exist for any nontrivial pair of distributions. If we need to
analyze the relation of a pair of mixture components we can use an approximation of the confusion index for
small deviations, i.e., for similar densities f, and fz. Generally, function f(x) analytic in x, can be approximat-
ed in the neighborhood of the point using a Taylor series. From the Taylor theorem we can write

FO) =T () +R,1 (%) (©)

JARICD) (

where Y7 _, X — xo)¥ is the Taylor polynomial and R,,,,(x) is a remainder. It can be shown that a nec-

essary and sufficient condition for a Taylor polynomial convert for n — oo into the Taylor series is the conver-
@
(n+1)! (x

gence of the remainder R,,,(x). Usually the Lagrange form of remainder is used R,.;(x) =
Xo)™+, where &e(xo; x). For more detail see, e.g., Abramowitz and Stegun (1972).

We will assume that £, and f; belong in the same class of densities (e.g., normal) and differs only in the val-
ue of parameter 6, which gets values of 8,, resp. 6 for f,, resp. fz. It means that f;(x) = f(x; 6,) and fz(x) =
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f(x; 85) where 6 = 6, + A. The classification rule 7, 445 Can be now expressed as a function of difference in
parameter of component density A = 65 — 8,, i.e., in the form

pAf(x0,)f(x;0,+A)

A) = .
P = 0)+ by 1 (.0, =) @
Using an expansion of function ¢(A) to the second order in the neighborhood of 4 = 0 we obtain
99(A) o) A
A)=o(0 2 (5)
o(8) = p(0) + P Yy 2
A=0
where p, + pg =1
p.f(x0)f(x6) .
O)=—-——""—-"" _=pn, f(x0
e T PR Te) B
dp(A) :i( Pf (6O F(x0+4) ]
oA o OA\ p, F(X0)+ p, f(X;,0+A) o
P 6O 0+ A)p, F(x:0)+ P, F(60+8)] - p, (60 F(50+4)p, F'(x,0+A)|
[P f(x;0) + p,f(x;0+Af o
2¢2 " Ty
R CTOLK TRV T
[Pt (x:0) + p, f(0+ A
22| 7i[ P2E2(x;0) /(X0 +A) J
on | oAl f o)+ pf a0+ A ),
_pEFRxO) F (x0+A)pf (x:0) + p, f (0 + A |
[p.f(50)+ p, F(x0+A) o
B PZE2(x;0)f'(x;0+A)2[p, f(x;60) + pzf(x;H+A)]pzf'(x;0+A)‘
[P f(%0)+ p, (0 +A)] ‘A:o
2 10w M2 "y -0 _ 109 2
_p2trxay 2PERLGOF o £060) T (xi6) - 2p, [ (0)]
f(x;6) f(x;0)
Substituting back we obtain an approximation of the classification rule in the form
RACLA) 2¢/ 2 KOO0 -2p, [f(0] A°
——"2 =, f,(X)+ p; f,(X)A+p . 6
b0+ p, 1,00 PO P RDOATE: 1.0 2 ©

3 Application
Sensitivity of the confusion index r, 5 as a measure of separation, resp. interchangeability of components on the
difference of parameters of component distribution 4 = 6; — 6, will be illustrated using a simulation.

3.1 Empirical study of sensitivity of the confusion index on the change of difference in
component parameters

For the sake of simplicity we will assume that the mixture can be approximated by a model with two normally
distributed components. Now let f(x; 8,), f(x; 6) be densities of normal distribution with parameters {u4; a?}
and {ug; 02}. We will separately observe the influence of change in

e meanvalues (4 = pg — py) in Figure 1,

e standard deviations (4 = gz — g,) in Figure 2.
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Obviously, the values of the confusion index decrease with the growing distance of means of both distribu-
tions. It is apparent that the confusion index is asymmetrical, i.e., the behavior of index 7, differs from the
behavior of index 7, For example, in the top of Figure 1 we can observe that for the rather extreme case of
pa = 0.01 and pz = 0.99 with increasing distance of means the variant 7,5 decreases much more rapidly than
index g, and for value Ap = 2.5 the probability of assignment of random sample from B component to the A
component is as low as 20 percent whereas the opposite probability assignment of a random sample from A
component to the B component is more than 72 percent.
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Figure 1 Influence of difference in mean values of mixture components distribution on the confusion index.
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If we now observe values of the confusion index of a standard normal distribution and a distribution with a
different standard deviation (see Figure 2) we can see that generally a very small standard deviation of compo-
nent B leads to small values of the confusion index. The values naturally grow as variability of both distributions
becomes similar, while for higher values of standard deviation of component B values of both variants begin to
decrease. Roughly speaking, it appears that the values of the confusion index are higher for the components with
lower variability (but it also depends on the values of p, and pg).
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Figure 2 Influence of difference in standard deviations of mixture components on the confusion index.
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4 Conclusion

In the paper presented we derived the approximation of the confusion index that can be used for measuring clus-
ter separation. In the next part of the paper we showed (using a simulation) the influence of a difference in pa-
rameters p and o of normally distributed components of a mixture. According to the fact that the confusion
index depends on the proportion (weight) of components in the mixture, the influence was observed for different
values of marginal probabilities p, and pp. The comparison of results of approximation r,; for small values of
difference in p and o shows some interesting conclusions. For instance, we can observe that two similar distri-
butions are more separated if we slightly change their standard deviations than after a similar change of their
mean values. And simultaneously, we obtain an opposite result in the case of large differences. Consequently,
We can once more stress that the presented approximation above is valid for only small differences.
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The Kitchen Sink Problem: Monte Carlo study of stochastic

frontiers

Matgj Bélin'
Abstract. This article presents a Monte Carlo study of the problem of identification
that arises when superfluous variables are added into the regression that are correlat-
ed with other regressors. The results show that the bias in coefficients that occurs is
substantial even in large samples and that the standard tests for favourability of the
nested models are actually likely to reject the restricted model in cases when the bias
is particularly large. It is also noted that in the context of frontier analysis, this prob-
lem can be partially mitigated when attention is directed specifically to the charac-
teristics of the production process rather than the coefficients of the frontier them-
selves.
Keywords: Monte Carlo Simulation, problem of identification, problem of
collinearity, stochastic frontier analysis, nested models, model selection
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1 Introduction: The problem

The term “kitchen sink models” is used to denote regressions where a large number of covariates is employed in
an attempt to capture the totality of the circumstances underlying the problem under investigation and hence to
obtain estimates that are free from potential omitted variable bias. For instance in macroeconomic growth mod-
els it has become customary to include several variables into the regression as determinants of the steady state
following Barro [1], so with the increased availability of data, these models can feature staggering amounts of
regressors, cf. Durlauf, Kourtellos and Tan [2].

As Schrodt [3] explains, the hope is that including additional explanatory variables is “at worst harmless, and
at best will prevent erroneous inferences” adding however that “[n]othing could be further from the truth.” The
hope of benignity of superfluous variables is misplaced in situations with high correlations among regressors, as
two highly precarious situations can arise:

1. Due to near collinearity, coefficients may appear insignificant, which can lead to Type II error of inappropriate
failure to reject null hypothesis.

2. Due to problem of identification, the resulting coefficients may be extremely poorly estimated, showing per-
verse signs or extremes in magnitude.

Both of these pitfalls are manifestations of what is here called the “kitchen sink problem”, where the effort to
eliminate omitted variable bias results in inclusion of superfluous variables into the model, which, ironically, can
be to the detriment of final results. This is the reason why Achen [4] uses the term “garbage can” models, rather
than kitchen sink models. More importantly, these problems may not be immediately apparent and thus can
evade the attention of the researcher. For instance, it is quite possible that regressions by Easterly and Levine [5],
which attempt to distinguish the effects of investment in physical and human capital on the average income per
capita noting that the coefficient on physical capital is insignificant. However, this study defines these two vari-
ables as [Ins — In(x + & + n)] for investment in physical capital and [Ins;, — In(x + & + n)] for investment in
human capital. It is quite possible that the common term In(x 4+ § 4+ n) causes collinearity between these two
variables, which results in inflated standard error in one of the coefficients (and the authors do not report the
correlation coefficient between these two covariates to dispel this suspicion).

Consider also the second possibility, namely that the kitchen sink model can suffer from the problem of iden-
tification. To give a specific example, consider a linear model of the relationship between variables x and y such
that y = B, + f1x + € where S, and f; are the unknown coefficients and ¢ is the random, normally distributed
disturbance. An obvious choice for fitting this model would be an OLS regression of the observed values of y
on x. However, concern about the potential non-linearity can lead to specification of an augmented model, where
Yy = By + fr1x + Bx? + & and subsequent F-test for the suitability of the nested model, which would reveal
whether the augmented model is warranted. Since there is likely to be a reasonably strong correlation between x
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and its square, this can potentially lead to kitchen sink problem if the true relationship is linear but the quadratic

term is added nonetheless. As an illustration, let us run a small preliminary Monte Carlo simulation to show the

extent of the problem: assume that the true relationship is linear such that y = % + %x + &, where € ~ V' (0, %)

We generated a population of one million individuals from which we drew five thousand subsamples of five
thousand observations and performed OLS regression with linear and quadratic specifications on each subsam-
ple. The correlations between x and x? is very high, on average 0.99, so the problem of collinearity is likely to
be serious.

Predictably, the quadratic specification yielded much wider variability of the estimated coefficient £, which
ranges quite wildly around the true value of 1/3 with about 14% of cases where the estimated f; biased by 50%
or more. Since 14% is a non-trivial proportion of all the attempts, and since this percentage will increase in
smaller samples,” it is well worth considering potential methods of detecting these unsuitable models. It is possi-
ble to posit that the models with the most egregiously biased results would not be favoured by the F-test (or
likelihood ratio test, or a functional equivalent thereof). Unfortunately, it is precisely to the contrary: the models
where the bias is most serious are the ones that are favoured by F-test. Plotting the p-values of the test for
equivalence of linear and quadratic models against the percentage bias in the coefficient §; gives the following
picture:

1.00
0.75
[}
Q
=]
"® 0.50
T
Qo
0.25
0.00 4 i ° emvocte ;o- .
T T T T T
-100 =50 0 50 100
Bias

Figure 1 p-values of the F-test whether the linear and quadratic specifications are equivalent against the percent-
age bias in ;. Significance of 5% is indicated by dashed line

The A-shaped curve showing the relationship between bias and the apparent favourability of the misspecified
model indicates that in the unbiased models, F-test appropriately fails to reject equivalence of the two specifica-
tions (the top of the curve), but with increasing bias in either direction, the tests start to prefer the model with the
superfluous quadratic terms.

Observe that even in quite sizeable samples, the addition of a parvenu variable that is highly correlated to the
other covariate results in serious problem. Therefore, this study will attempt to identify the impact of the kitchen
sink problem with changing number of observations. Our strategy is to illustrate the problem on a microeco-
nomic topic (production frontiers), since it presents an easily tractable opportunity to explore the problem, but
the issue is manifestly relevant to other fields of inquiry, such as macroeconomic modelling, which has been
discussed already and other fields of social sciences.

The remainder of this paper is organised as follows: first we present the details of the Monte Carlo study with
results reported in the following section and we conclude in short summary of findings in the end.

% In samples with 25 observations, we obtain 92% of instances with bias exceeding 50% and 87% of instances
with bias of 100% or more (5000 replications were performed).
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2 Monte Carlo Design

Consider a Cobb-Douglas production function Iny = §+ gan + élnL + v —u. A population of one million

individuals is generated where K is drawn from uniform distribution U (300, 30000) and since profit maximisa-
tion under Cobb-Douglas production function implies a stable ratio between the input quantities varying only
with the ratio of input prices, the values for L are generated as L = r X K X exp(q), where r ~ U(0.25,0.35)
and g ~ V(0,1) to give more-or-less stable relationship between the two inputs but with some disturbances
arising from variability of the relative prices captured by the term r and noise caused by errors in measurement

and unpredictable circumstances indicated by the term q. The random disturbance v is drawn from N (0, %) and
the term u representing the inefficiency of a given firm is drawn from half normal distribution |]\f (O, %)|, which
gives us the average efficiency levels at roughly 70%.

With this basic setup, a scenario is considered, where the only problem is that translog production possibility
frontier (PPF) was specified instead of the Cobb-Douglas formulation. Hence, SFA regressions were run on a
subsample of the simulated population consisting of 25, 50, 100, 250, 500, 1000, and 5000 observations using
the frontier package for R by Coelli and Henningsen [6]. For each sample size, 500 replications were performed.

3 Results

The estimated coefficients recorded after each replication are tallied below. For each sample size, the average
value of the estimated coefficients is presented along with the numerically smallest estimate (presented under the
heading Minima) and the largest estimate of all replications (under the heading Maxima). In addition, the esti-
mated efficiency levels are compared to the true values.

The estimated coefficients are reported in Table 1 below. Observe that while the mean value (the average of
all the 500 coefficients) converges to the true values in both Cobb-Douglas (CD) and translog (TL) specifica-
tions, the minimal and maximal values reveal that the ability of the translog model to recover the original coeffi-
cients is severely impeded by the kitchen sink problem. For instance the CD specification places the coefficient
31( in the interval 0.30 and 0.38 with 5000 observations, but the translog case gives a much wider interval be-
tween -0.22 and 0.88 for the same sample size, which is quite considerable even by modern standards.

Table 1 Estimated coefficients: means, minima, and maxima after 500 replications

Means Bo=1/3 Bk =1/3 BL=2/3

N CD Translog CD Translog CD Translog
25 0.132 0.766 0.352 0.246 0.668 0.619
50 0.180 -0.044 0.346 0.350 0.663 0.728
100 0.255 0.213 0.339 0.304 0.661 0.718
250 0.267 0.137 0.335 0.366 0.665 0.666
500 0.300 0.144 0.333 0.382 0.667 0.652
1000 0.325 0.298 0.332 0.336 0.666 0.669
5000 0.327 0.404 0.334 0.312 0.666 0.671
Minima Bo=1/3 Bk =1/3 BL=2/3

N CD Translog CD Translog CD Translog
25 -5.378 -109.800 -0.216 -20.980 0.231 -9.007
50 -3.215 -33.720 -0.037 -7.164 0.370 -3.263
100 -1.597 -15.420 0.107 -5.388 0.432 -2.624
250 -0.889 -10.620 0.137 -2.105 0.522 -0.638
500 -0.551 -5.442 0.209 -1.280 0.592 -0.190
1000 -0.389 -4.440 0.248 -0.615 0.613 -0.057
5000 -0.045 -1.489 0.299 -0.220 0.637 0.377
Maxima Bo=1/3 Bk =1/3 BL=2/3

N CD Translog CD Translog CD Translog
25 4.354 97.520 1.077 28.280 1.070 9.109
50 3.508 32.530 0.870 9.322 0.981 5.711
100 2.083 17.940 0.598 4.329 0.832 4.258
250 1.677 9.426 0.497 3.232 0.790 1.775
500 1.237 5.478 0.480 2.048 0.728 1.607
1000 0.946 3.949 0.410 1.670 0.718 1.313
5000 0.558 1.958 0.376 0.881 0.697 0.926
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The next step is to see whether the poor ability to estimate the coefficients impacts the estimates of efficiency
as well. We estimated the inefficiency terms after each regression via the Jondrow, Lovell, Materov and Schmidt
[7] estimator (JLMS estimator for short) and then compared these values with the true values of the disturbance
term u. Three tests were then applied: first Spearman correlations were calculated to see whether the models
identify the true ranking of different observations in terms of efficiency, then the Kolmogorov-Smirnov test for
equality of distributions was calculated to see whether the shape of the estimated distribution of the inefficiency
term matches the true one. Since the p-values of the KS test were consistently extremely low, only the D-
statistics are reported, which should be zero if the distributions match perfectly. Finally, we calculated the aver-
age bias as of the inefficiency terms calculated as b, = (1 — u)/u to provide a guide to the magnitude of the
discrepancy.

Table 2 Estimates of efficiency

Spearman Correlations KS D-statistic Average Bias

N CD:True TL:True CD:TL TL:True  CD:True TL CD

25 0.4408 0.4016 0.8860 0.5790 0.6069 0.1436 0.1452
50 0.4665 0.4435 0.9515 0.5570 0.5896 0.1538 0.1867
100 0.4788 0.4702 0.9789 0.4816 0.5058 0.1499 0.1730
250 0.4797 0.4768 0.9928 0.4157 0.4364 0.1351 0.1504
500 0.4820 0.4807 0.9966 0.3654 0.3723 0.1175 0.1228
1000 0.4820 0.4814 0.9983 0.3145 0.3180 0.0962 0.0981
5000 0.4829 0.4897 0.9997 0.2568 0.2569 0.0728 0.0728

The results show that the estimates of efficiency perform comparably between the two models, although the
correctly specified CD version outperforms the translog slightly in smaller sample sizes. The reason for this
behaviour is that the estimated regression lines do not differ too much, despite the potential divergences in the
estimated coefficients. The slow evaporation of the mismatch between the true values of u and their estimates
from the JLMS estimator is due to the fact that JLMS estimator gives only E(u|e), but of course there are many
possible arrangements of u and v that produce the same &€ = u + v. Thus, JLMS estimator is consistent only in
the sense that it improves with sample size due to better estimation of the coefficients, which leads to better
estimates of the residuals ¢ [8].

To test the similarity in the characteristics of the estimated regression lines, we calculate the output elastic-
ities for the translog production function at input means and the scale elasticity (for the translog case also at input
means). Let £ denote the elasticity instead of the more customary ¢ to avoid confusion with the error terms.

Table 3: Output elasticities

Means Sk =1/3 §.=2/3 $scate = 1

N CD Translog CD Translog CD Translog
25 0.352 0.381 0.668 0.659 1.020 1.040
50 0.346 0.342 0.663 0.664 1.009 1.006
100 0.339 0.341 0.661 0.660 1.000 1.000
250 0.335 0.334 0.665 0.665 1.000 0.999
500 0.333 0.331 0.667 0.667 0.999 0.997
1000 0.332 0.332 0.666 0.666 0.999 0.998
5000 0.334 0.335 0.666 0.666 1.000 1.001
Minima $k=1/3 §.=2/3 $scate = 1

N CD Translog CD Translog CD Translog
25 -0.216 -0.558 0.231 0.238 0.633 0.210
50 -0.037 -0.218 0.370 0.340 0.679 0.479
100 0.107 -0.023 0.432 0.433 0.806 0.640
250 0.137 0.080 0.522 0.523 0.869 0.800
500 0.209 0.164 0.592 0.591 0.906 0.857
1000 0.248 0.206 0.613 0.613 0.937 0.887
5000 0.299 0.284 0.637 0.637 0.977 0.967
Maxima Sk =1/3 §.=2/3 $scate = 1

N CD Translog CD Translog CD Translog
25 1.077 1.386 1.070 1.109 1.625 1.729
50 0.870 0.912 0.981 0.899 1.340 1.540

34



Mathematical Methods in Economics 2015

100 0.598 0.706 0.832 0.838 1.203 1.342
250 0.497 0.560 0.790 0.798 1.116 1.192
500 0.480 0.507 0.728 0.732 1.072 1.144
1000 0.410 0.415 0.718 0.717 1.072 1.074
5000 0.376 0.399 0.697 0.697 1.027 1.049

The results make it very clear that the performance is comparable between the two models, this time it is not
only the mean values but also the minima and maxima that match across the two specifications. Hence it seems
that if the object of study is either the efficiency or the characteristics of the production frontier, the kitchen sink
problem can be avoided.

In addition, it is worth mentioning that a similar A-shaped curve that is formed in the OLS case when the p-
values for the null hypothesis of equivalence of models against bias can be obtained here as well. Plotting the p-
values of the likelihood ratio test between the Cobb-Douglas and translog specification against the bias in the
coefficient By in the model with 5000 observations gives:

1.00 4

0.75 1

0.50

p—values

0.25 1

0.004

Figure 2 p-values of the LR-test whether the CD and translog specifications are equivalent against the percent-
age bias in coefficient . Significance of 5% is indicated by dashed line.

Even though here it is not so clear that the most biased models are in fact favoured by the LR test, the result
does not even begin to resemble V, which would be the expected shape if the LR test was able to weed out the
most biased models. Hence, the choice of model will have to be informed by economic theory rather than the
formal test.

4 Conclusion

This article shows that the attempts to prevent omitted variable bias by including extra “control” variables can
easily result in problem of identification that persists even in large sample sizes. Adding covariates that are in
fact irrelevant to the problem under investigation, but are nevertheless correlated with other regressors yields
heavily biased results of the estimated coefficients. The impediment on the convergence of the estimated values
to their true values is particularly visible on the extreme values of the coefficients, where the difference between
the minimum and maximum can be massively wider in the case of misspecified model compared to the correct
model.

Moreover, it has been shown that the standard tests for equivalence between the nested and the augmented
model may well favour the inappropriately augmented models precisely in cases when the augmented model
suffers from the most serious bias. Hence, these tests cannot be relied upon to identify the most untrustworthy
models, but rather the choice of an appropriate specification has to be informed first and foremost by the eco-
nomic theory.
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These are problems that can affect any regression analysis. Every time there is a temptation to estimate a lar-
ger model “just to be safe,” there is a danger of trading omitted variable bias for problem of identification. In the
specific case discussed here, a partial remedy is available, because in the context of frontier analysis, we are not
interested in the coefficients of the frontiers per se, but rather in the characteristics of the underlying production
process, such as the output elasticities and the efficiency scores. The present study shows that these characteris-
tics can be recovered with comparable levels of success between the larger and nested models.

Hence, the results strongly advocate the scrupulous preference for more parsimonious models. The addition
of new variables is by no means harmless, especially when a more complicated functional form is imposed, such
as the transcendental logarithmic production frontier. Even though models that take into account a wider range of
variables may appear more realistic, in cases when their conclusions diverge significantly from the ones obtained
by restricted models, the larger models should not be favoured automatically. Since one cannot rely on the sheer
sample size to abjure the problem of identification, an appropriate technique has to be used to extract the infor-
mation from the data correctly. Principal component analysis can be used to reduce the number of covariates,
Bayesian model averaging can be used to prevent erroneous inference, even non-parametric techniques might be
considered, but ultimately, the best approach is the proverbial grain of salt that is to be added while interpreting
the results.
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Cost Transformation in Business Management
Beran Theodor", Findova Sarka®

Abstract. The aim of this paper is a description of a possible solution unit and
performance aspects of the transformation process of the value in the internal
management.

The transformation process of the value is in this paper means by two groups of
internal management tools. The first set of tools is an accounting methodology
solution; the second is the computational procedure using calculations. The
synthesis solution is implied in the construction of the so-called conversion matrix.
The importance of corporate accounting is in recognition of the initial breakdown of
costs in terms of business as a whole. This system, however, in addition to the
automatic control allows extension to lower economic units in the form of so-called
internal accounting circuit, which is more flexible due to the extent of its richness of
detail and cost breakdown, apparently rendered to internal registers. Internal
accounting circuit cannot work without linkages to other economic management
tools. One of them is a preliminary calculation of direct costs. The second tool is
budget in overhead costs. These links need to cover the mentioned two aspects,
namely the aspect of power and formations. Transferability problem is basically
solved by using the appropriate calculation method and apparatus matrix identifies
the interrelationships cost performance, but also the organizational responsibility of
interrelationships. The usefulness of this approach is mainly in the area of tactical
control, which is not possible without the application of mathematical methods
supported by computer technology.

Keywords: cost, transformation, management tools, calculation, matrix.

JEL Classification: C02
AMS Classification: 91B32

1 Introduction

Enterprise can be generally expressed as a transformation process, whose quantification has two aspects - mate-
rial page and page value. The paper describes possible solutions unit and the power aspect of the value of inter-
nal transformation process. Arrangement priced production factors and evidence of their utility consumption
should provide information to support decision making in internal management. The primary source of quantita-
tive information on targeted consumption of factors of production is the corporate balance system - accounting,
respectively financial accounting, whose information base is not sufficient for management purposes.

Enterprise management shall obtain information about the organizational and performance aspects of the
transformation process value. The paper outlines a path through the so-called transformation matrix of transfera-
bility costs.

Substantial surroundings Company: Economics importance:
of the company: s '} c )
1 1. Material consumption

G 2. Energy consumption
Production suppliers {1y, 1, 13} G 3. Production services
Nonproduction suppliers {1} G 4. Nonproduction services
People (workforce) {15} G 5. Salary costs
Governments {le, 17} Ce 6. Social costs

=] 7. Taxes

Cs 8. Depreciation

Co 9. Profit

Figure 1 The emergence of cost kinds
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where:

Iy, lp,... Iy ... Inputs from the surroundings of the company
Mfp ... market of factors of production

T ... ,company* inputs

Cy, Cy,....Co ... basic nine folders of division cost kinds

pi, di ... cost breakdown after transformation, where:
pi ... indirect folder of cost kind

d; ... direct folder of cost kind

Enterprise units, cost kinds

Uy, Us..., Un TG =Cim L Cm=Cp

Np ... total costs (cost kinds for the whole company)

Cll clz e clm
CZ] CZZ . ch
G Cap o Com
Ca Caz o Cam
GCsi Csy vo Com
Ce1 Ce2 - Com
Cn Gy Com
Cer Caz ... Com
Co1 Cop .. Com

L Financial

resources

Income
C _ statement R

_@
_@ o T

C, AWP
. AFG
PROFIT

|:| ... accounts of Assets AOH ... accounts of Costs
HOﬁ ... accounts of Revenues

Figure 3 Cost kinds in financial accounting

... accounts of Passive
(cover liabilities and
owners equity)

Legend:
. ... ,company-wide“ level awards work in progress (WP) and finished goods (FG)
Il. ... interruption of individual accounting lines

SC ... share capital
TR ... total revenues
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Figure 4 Statements of company

Internal accounting provides data for costing of own costs and outputs (products or services, i. e. product) and
thus information about their profitability, provides data to monitor variances (controlling) and is used for control
of the activities of departments and centres.

2 Function of internal accounting
Internal accounting is capable of objectification of certain information for internal control in financial terms.

Internal accounting monitors the financial information on production and non-production flows, records per-
formance transfers between centers, that financial accounting does not record. Internal accounting provides in-
formation about formation of balance sheet profit, which is reported in the balance sheet and the income state-
ment in the financial and internal accounting. There are evident differences between actual and planned costs in
internal income statement. Each center can have savings, compliance, and cost overruns and can compile a de-
tailed income statement. Overviews and reports of actual and projected costs used for the analysis of the causes
of emergence variations (deviations).

Original and coherent functioning system composed of elements of financial management and controls (au-
dit) and financial accounting is supplemented by internal accounting. This system is based on the integration of
selected elements in the management system, but also represents a "firming" and the "strengthening” of the
whole system. The advantages of this new structure stems from the above-mentioned benefits of internal ac-
counting.

i Financial E ‘ E Financial E
! accounting E CAc E accounting ;
Figure 5 Internal accounting circle
Legend:
CAc ... linking account of costs a ... administration centre
CAr ... linking account of revenues sa ... sales centre
C ... actual costs PP ... work in progress
R ... planning costs = revenue of centres FP ... finished goods
p ... production centre CRP ... calculated realised profit
su ... supply centre
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C;iCa
actual

Total costs of Overhead material
centres
/ P1 ‘ Material consumption
c Pr P1 o
i
(material Overhead wages [
consumption) | p, — > p, G=C
P2 Gu=G
Ci=py+d;
[ Direct material C=p2+d;
(wages) dy —> d; Wages Ci+ =G
dy
Direct wages
dy —> d, |
p3 b2 dy

Figure 6 Costs in the economic center — Accounting expresion

3 The generation of cost kinds

We understand the kind of homogenous cost item of production factor that enters into the company of significant
surroundings of the company. In the diagram (Fig. 1) is formed and the formation of the basic derivation nine-
folder breakdown of costs required for other purposes.

In short, the cost kind is inferred from the surroundings in the company. In Fig. 2 is a matrix of relationships
between business units and cost kinds. The consequences of this division are shown in Fig. 3. Financial Account-
ing captures just kind of costs, after which the posting is transferred to the billing revenues (marked |). There is
no obvious value process, thus valuing of production. According to I. designation in Fig. 3 it is aggregate quanti-
ty WP without any explanation of its creation.

This fact can be considered as the initial reason for the creation of the second accounting circuit internal ac-
counting. The second of the circuits is one of the instruments of mutual cost transferability and valuation tool for
WP and FG. The basic layout of internal accounting is depicted in Fig. 4.

Costing model (costing breakdown of costs)

Dir. Dir. Oth.

) PC;  PCs  SuC  AC  SaC 3
wages mater. dir.cos.
di da day fa1 sy To1 71 Ta1 Uy
° dp d da ) Is2 Ts2 53 Te Uy
g dis da dsa res rss res s res Us
5

£ - U,
$ us
& Us
U;
. . . Ug
dig daq diq laq Isq Teq frq  Taq Ug
d d, d; ra rs re ry rg Up

Figure 7 Costing breakdown of cost per outputs

[dy, d, d3, 14, Ts, Tg, I7, Tg] ... costs broken down in costing breakdown for the company

Costing breakdown > Direct Direct Other
Kind breakdown |, wages | material | direct costs
Material consumption
Energy consumption
Production services
Nonprod. services
Salary costs

Social costs

Taxes

. Depreciation

Cost total

PO; | POs | SUO | AO | sa0 | G

O NOUAWNRE

Figure 8 Costing performance expressed by cost kinds
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Evidence support for the filling matrix in overhead costs
e Energy
Transport
Maintenace
Tool PO+, POg
Main production
Secondary production
SuC — supply centre
AC - construction, design, administrative, technology, social activity, environmental centre
SaC — sales centre

where:

POt ... production overheads technological
POg ... production overheads general

Suo ... supply overheads

AO ... administrative overheads

Sa0 ... sales overheads

If we denote the cost for the total production volume of C, formally written:
C=2iG @’
Formal expression of overhead rates costing method:

C = Eioa[Zici dip + 7L Dydiy]

2
Checking the correctness and then perform steps:
-— — sn
C=D¢;+P;=2;2.C; ®)
The economic importance (meaning) of relations
cf ... cost types of product, marked f, product groups is intended w
Dj ... designation "operator of transformation" that is the appropriate rate regime, which identifies the

index j and total transformation centers, thus overhead expresses index m

Practical importance is comparison and found that in achieving the transformation usually begin to occur ine-

quality in relation below, as do the number of direct and indirect items of cost due to the number of kinds.
Ci=di+p o)

i=1,2,...n

s < n, where the index s indicates the number of direct cost items.

3.1 Groups mistakes of overhead rates costing
1. Tendency to generalize everything, and what could directly identify the product, to directing, it becomes
indecipherable set of all potential costs and does not respect the principle of economy.
2. Enormously high overhead is allocate as a whole without distinguishing kinds of overhead - by one
base, which are e.g. direct wages.

3.2 Recommendations for practice
1) Performing a systematic analysis of overhead costs that were excluded items that can be converted into
direct costs.
2) Perform differentiated selection of costing allocation base in order to affect such a base on which
depends the overhead (e.g. production area, mechanical hours, weight, volume,...).

Analysis of overhead is grounded in the gradual uncovering of so-called the costs induced.

% K. Macik, 2007, p. 38 — where the original formal and mathematical costing technique worked the overhead
rates costing.
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4 Conclusion for practise

Practical application is associated with three major process steps:

1. Detailed analysis of individual cost elements (cost kinds). Objective: The purpose of accurate incurred
costs kinds so that we can cut back on items that are among the direct costs.

2. Refinement of costing methods. Objective: To accurate the overall enterprise transformation matrix in
the range of overhead. It is necessary to detect relationships (dependencies) between overheads and
performance (output).

3. Establishing the overall matrix for the company. Objective: finding linkages between departmental and
costing breakdown of costs.

Resulting transition matrix for the whole company is a certain approximation. Matrix brings significant
knowledge about the composition of the overhead that triggers corrective action regarding the first and second
step. After completing these steps, we carry gear assembly matrixes of outputs. The construction of the transmis-
sion matrixes is a tool of internal management and management of whole company. More accurate of transmis-
sion matrixes lead to fair idea about the value flows in the company.
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Context-Aware Recommendation in E-commerce
Ladislav Beranek®

Abstract. Over the last decade, most of researchers have studied new approaches of
recommender systems in connection of the two main approaches, collaborative fil-
tering and content-based filtering. The aim is to gain a system for real world situa-
tions. Specifically, applying data mining techniques to recommender systems has
been effective in providing personalized information to the user by analyzing his or
her preferences.

This paper proposes a context-based information filtering mechanism to enhance
context aware approach. It specifically proposes a strategy for recommending based
on context which is defined by various ways. Dempster-Shafer evidential theory for
handling uncertainty and ignorance is exploited in order (i) to model user context
acquisition process, (ii) to map user context and behaviors to recommend and (jii) to
quantify behaviors usage patterns. A contextual update strategy is also proposed in
order to dynamically adapt the recommendation offering according how the users
consume those behaviors. Some preliminary validation tests were performed.

Keywords: E-commerce, Dempster-Shafer theory, context-awareness, recommen-
dation systems.

JEL Classification: C49
AMS Classification: 28E15

1 Introduction

Recommendation systems have become an integral part of e-business applications. Their goal is to capture users’
preferences and offer them relevant products and services. Users leave a mark within their interactions with e-
business applications, weather consciously (evaluation items, filling in the questionnaire or user profile infor-
mation such as age, residence, education or gender) or unconsciously (movement on the page, the length of stay,
etc.). This mark is used as a feedback by e-business application operators. Based on this information it is then
possible to draw conclusions or assumptions about the user's preference to a particular object. However, these
functions do not provide benefits only shopkeepers, but also for users who gain a better overview of the offered
products and services is complex and may look for them if they were interested.

At the present time, users access to e-business systems especially using smart phones and similar devices. These
devices contain also a large variety of sensors, including a GPS sensorand othersensors that assess the environ-
ment and provide information about the context of the surroundings (location, weather information on the place
and others). This context can be evaluated from a user's mobile device as a condition of some event action rules
(e.g., “If I'm near certain places in the city, then Indian restaurants XY can be recommended to me, because my
preference is Indian cuisine”. This potential awareness contextual supports the creation of new techniques for
filtering the available information and to adapt it to the specific needs of the user.

This paper proposes a context-based information filtering mechanism with the participation of contextual infor-
mation. Specifically, it proposes a new strategy and recommendations strategy of increasing importance contex-
tual information. Dempster-Shafer theory of evidence capabilities for handling uncertainty and ignorance are so
used to (i) the model of the user context of the acquisition, (ii) to map the user's context and recommend behav-
ior and (jii) to quantify the behavior and use patterns. Contextual strategy update also proposes to dynamically
adapt the recommendations offer according to how users consume behavior. Overview of Dempster-Shafer theo-
ry and how it can be used for the purpose of the recommendations is the focus of section 2. Section 3 examines
related works with focus on the relationship between Dempster-Shafer theory and contextual recommendation
systems. The suggested model is recommendations described in Chapter 4. Finally, Section 6 analyzes some
preliminary validation tests and Section 7 offers some conclusions.

2 Dempster-Shafer Theory

Information related to decision making about cyber situation is often uncertain and incomplete. Therefore, it is of
vital importance to find a feasible way to make decisions about the appropriate response the situation under this
uncertainty. Our model is a particular application of the Dempster-Shafer theory. The Dempster-Shafer theory
[16] is designed to deal with the uncertainty and incompleteness of available information. It is a powerful tool

! University of South Bohemia, Faculty of Economics, Department of Applied Mathematics and Informatics,
Studentska 13, Ceske Budejovice, beranek@ef.jcu.cz.
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for combining evidence and changing prior knowledge in the presence of new evidence. The Dempster-Shafer
theory can be considered as a generalization of the Bayesian theory of subjective probability [8]. In this paper,
we propose a unique trust model based on the Dempster-Shafer theory which combines evidence concerning
reputation with evidence concerning possible illegal behavior on an Internet auction.

In the following paragraphs, we give a brief introduction to the basic notions of the Dempster-Shafer theory
(frequently called theory of belief functions or theory of evidence).

2.1 Basic Notions

Considering a finite set referred to as the frame of discernment @, a basic belief assignment (BBA) is a function
m: 2° — [0,1] so that

> m(A)=1, (o)

AcO

where m(@) = 0, see [16]. The subsets of 2° which are associated with non-zero values of m are known as focal
elements and the union of the focal elements is called the core. The value of m(A) expresses the proportion of all
relevant and available evidence that supports the claimthat a particular element of ® belongs to the set A but not
to a particular subset of A. This value pertains only to the set A and makes no additional claims aboutany subsets
of A. We denote this value also as a degree of belief (or basic belief mass - BBM).

Shafer further defined the concepts of belief and plausibility [16] as two measures over the subsets of © as fol-
lows:

Bel(A) = Zm(B), @
BcA

PI(A)= Y m(B) ®
BnAzgp

A BBA can also be viewed as determining a set of probability distributions P over ® so that Bel(A) < P(A) <
PI(A). It can be easily seen that these two measures are related to each otheras PI(A) = I — Bel(—A). Moreover
both of them are equivalent to m. Thus one needs to know only one of the three functions m, Bel, or Pl to derive
the other two. Hence we can speak about belief function using corresponding BBAs in fact.

Dempster’s rule of combination can be used for pooling evidence represented by two belief functions Bel; and
Bel, over the same frame of discernment coming from independent sources of information. The Dempster’s rule
of combination for combining two belief functions Bel; and Bel, defined by (equivalent to) BBAs my and m; is
defined as follows (the symbol @ is used to denote this operation):

1

(m @m)(A) = — B;A”H(B)'mz(c) , @
where k= m(B)-m,(C). ©)

BAC=0
Here k is frequently considered to be a conflict measure between two belief functions m; and m; or a measure of
conflict between m; and m; [16]. Unfortunately this interpretation of k is not correct, as it includes also internal
conflict of individual belief functions m; and m; [6]. Demspter’s rule is not defined when k =1, i.e. when cores
of my and my, are disjoint. This rule is commutative and associative; as the rule serves for the cumulation of be-
liefs, it is not idempotent.
When calculating contextual discounting we also use the un-normalized (conjunctive) combination rule in the
form [16] (we use the symbol @ to denote this operation):

(M @my)(A)= > my(B)-my(C). ®

BNC=A

2.2 Operations in Product Frames

In many applications, we need to express uncertain information about several variables taking values in different
domains. Let A or B be two elements (hypotheses) belonging to frames of discernments Q4 and Qg. We can then

define the product frame Qapg = Qa x Q. Mass function me~ gn Qg can be seen as an uncertain relation
between elements A and B. The basic operations on product space are the following [14]:

Marginalization

A mass function defined on a product space Qx© may be marginalized in Q by transferring each mass m>°(B)
for B < Qx®to its projection into Q:
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mnx(-)m (A) = Z me<e (B)
BCOxO
Proj(BiQ)=A (7)

for all A< Q. Here Proj(BLQ) denotes the projection of B into Q.

Conditioning on a Product Space

Conditional beliefs represent knowledge that is valid provided that a hypothesis is satisfied. Let m be a mass
function and B < Q a hypothesis (with m(B) = 1). The conditional belief function m(A|B) is given by (we use the
un-normalized conditioning here):

m(A|B) = Zm(c), ©)

{CIcrB=A}
This equation is often written for practical reasons in the form: mA[B] =me®m;.

Let m™® be defined on the product space Qx®, and 6 is an element of ©, then the conditional bba m°[¢,] is

0Taxe

€ with mg' > (with mg (6) =1), and marginalizing the result on Q:

defined by combining m

0 otaxe |
mO[g,]= (m® @mgtee [ (10)

De-conditioning on a Product Space (Ballooning Extension)

Assume now that m*{6] represents beliefs conditional on 6, i.e., in a context where ¢, holds. There are usually
many bbas on Qx®, whose conditioning of ¢, yields m“{6]. Among these, the least committed one is defined
forall Ac Q by:

m2[6]"® (Ax Gy L Qx o) =m[B](A). @
This operation is referred to as the de-conditioning or ballooning extension [18] of m“[6,] on Qx®.

3 RelatedWork

Context-aware recommender systems are relatively new field of study [1]. The ability to provide some respective
recommendation fromthese systems depends on the activities of the various sensors and the correct way to eval-
uate data from these sensors. The determination of the occurrence of situation, in which a user occurs, is an es-
sential function for context-aware systems [2]. Evaluation of data from the sensors, because of their nature [12],
is not easy. Many reasoning techniques are used to evaluate and infer the current situation [10], [11], [18].
Bayesian methods are quite popular, e.g., [15], [20]. Further techniques as fuzzy logic [7], also in combination
with semantic web [5] or ontologies [12] or hidden Markov models [10], are used as well. However, these mod-
els usually require some preliminary information. Preferably, there is also belief functions theory used, see for
example [13], [15].

Context-aware recommender systems are described in detail in [1], where several techniques are mentioned for
implementing model-based recommendations, i.e., predictive models for calculating the probability with which
the user chooses a certain type of item in a given context (e.g., support vector machines or Bayesian classifiers).
As a generalization of the Bayesian probability theory, Dempster-Shafer theory extends uncertainty support, e.g.,
by explicitly representing ignorance in the absence of information, by offering a simple mechanism for evidence
propagation or by a limited reliance on training data [9],[13]. However, it is difficult to find in the literature ref-
erences to systems implementing Dempster-Shafer theory mechanisms for supporting recommendations. It is
necessary to search within the decision making area in order to find researches implementing Dempster-Shafer
theory based intelligent selections mechanisms. Most of them are based on payoff matrices, built by experts,
linking several states of nature to different alternatives and where the knowledge of the state of nature is captured
in terms of a belief mass function [4]. Based on this idea, our work also proposes to model the quantification of
the context and the alternatives, e.g., items to recommend.

4 Basic Concepts of Our Model

The model for situation awareness proposed in this paper is based on the processing of the data and tabs from
various sensors. Data from the sensors are processed by means of filtration and data integration. Then, mass
functions are derived, alternative frames of discernment are constructed, and the comparisons with adequate
frames of discernment stored in the database are accomplished. Recommendations on the basis of users’ prefer-
ences are provided.

45



Mathematical Methods in Economics 2015

4.1 Processing data from sensors and situation inference

Data sources used for situation detection are very different, derived from various sensors (time sensor, position
sensor, access logs, etc.) and other resources (for example data from human resource department - personal char-
acteristics including personality and capability). Therefore, in the first phase, it is necessary to convert all mes-
sages received on the situation observed in a standard format. In addition, these standardized records are filtered
and integrated. The aim is to simplify and eliminate redundant records, to remove records that do not meet cer-
tain requirements. These requirements may be stored in the knowledge base in the form of attribute rules and be
used according to the status of the situation. The record can be removed; for example, in the absence of a key
attribute of the described events or when its value is out of range and thus not relevant for the analysis of the
situation.

Belief functions (basic belief assignments, mass functions) are calculated at first. For example at they can be
derived from sensor reliability or can also be quantified on the basis of inference rules. For example, we can
trace from various sensors that user carries out the following activities: being on some place near the restaurant
with favorite cuisine, being at home, jogging or other activities which sensors are able to distinguish and infer
situation in which respective user occurs.

Recommendation hypotheses 2°

o ||t |s|rt|rs| ts|st
o jrolofo]ololo]olo

a 0060 00 0 004
b 0.106 0 01 0 0 02
0 007 0 010.10.1

0
c|O
ab 0 01010 08 0 0 0
ac 0 020101 0 060 0
be 0 0 0 0 0 0 090.1
abc 0 0 0 0 0 0 0 1.0

Context hyptheses 29

Table 1. Example of a context-resource recommendation (scheme of the relevant product frame)

Now, we have some uncertainty about these different aspects of a current situation. This information is ex
pressed using established belief functions. We have no assumption that atomic elements are sets of elements of
the same framework as it may relate to various aspects of the same phenomenon (situation). Instead, we believe
that they can be part of various homogeneous parts of frames whose Cartesian product will be a framework that
represents all the possibilities of the problem. Even further, this may be revised whenever there is new infor-
mation and framework may need to be expanded to include the possible outcomes that were not previously
known [19].

Since there may be several different alternative frameworks for each time point, we find the most suitable
framework for resolution. We define the fitness resolution framework to meet two different aspects simultane-
ously. Hence we construct the frames of discernment over the data obtained fromthe first phase. We then chose
the most appropriate frame, which has the lowest internal conflict. The Dempster’s rule of combination is one of
the basic notions of belief function theory [16]. It can be used for pooling evidence represented by two belief
functions Bel; and Bel, over the same frame of discernment coming from independent sources of information
[2], [3]. In this work sensors are considered to be evidential, i.e., they estimate reality in the form of a belief
mass function m;(?), that can be used in order to calculate belief functions concerning recommendation. Table 1.a
exemplifies modelling the estimates obtained from a location system with 3 possible symbolic locations {a, b,
c}. For instance, it states that if the location sensor estimates that the user is located at c”, then the user is
actually located at "b” or "c” with an evidence of 0.1 and ...". It is worth noting that this sensor modelling in-
cludes ignorance modelling at evidence level in the form of the belief mass assigned to combinations of the sin-
gletons within &; .

4.2 Recommendation construction

We use operations defined in Section 2.2 Operations in Product Frames for an evidential decision making pro-
cess concerning recommendation. We have a the product frame on the power sets 2 and @. The evidential map-
ping links each context (elements of Q) modelled according a belief mass function obtained from the above
mentioned sensor modelling process with a common frame of discernment @ = {ry, r», ..., ry} representing re-
sources to recommend. Once again, equations (10), (11) have been used in order to calculate mg; (-), i.e., the
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partial belief mass function representing evidences regarding how to prioritize the respective recommendation.
Table 1 demonstrate the relation between for example the possible locations of a user and the recommendation to
be prioritized (only 3 recommendation strategies are considered in this example: {r,s,t}). For instance, it states

that 'if the user is located at "¢, then the resources "r” or ’s” should be recommended with an evidence of 0.6
and ...’

5 EXPERIMENTALRESULTS

To verify the proposed framework for the situation inference, we created simulated home environment with six
various sensors. In the first phase, we focused on the kitchen activities. We selected consecutive time frames
describing the "breakfast preparation” activity (see Table 2). The sensor indicates for example that a toaster is in
operation. Here, the constructed alternative frames of discernment from the belief functions m; and m,. From
these alternative frames of discernment, we chose the one that is most appropriate. After processing possible
activities included in this frame of discernment together with data from database obtaining recommendations
(frame of discernment) corresponding to the respective activities, we obtain the specification of the recommen-
dation with the highest value of belief function. We are describing this process very briefly here and on a simple
example. The process of constructing and evaluating all possible frames of discernment can be briefly described
in the following way: at first we generate the possible frames using different partitions of the set of all cores {C;}
from the belief functions. Then we generate the set of all partitions {Q,} of {Ci} and we use {Q} to generating
the set of all possible cross products {@}. Then all possible frames of corresponding recommendations {®} are
evaluated using the equations (9 — 11).

Sensors events
(evidences)

Belief functions (situation)

Belief functions (recommenda-
tion)

Resulting rec-
ommendation

fridge, freezer,
cook-stove, coffee
maker, toaster
motion sensor

m,:{[{food preparation, coffee preparation},
m;({food preparation, coffee preparation })
=0.6]

{[{food preparation , toast preparation},
m;({food preparation, toast preparation }) =
0.4]

m,: {[{Movement in kitchen, Fast movement
in kitchen}, m,({M ovement in kitchen, Fast
movement in kitchen }) = 0.2]

[{Movement in kitchen}, m,({Movement in
kitchen }) =0.8] }

my: {[{recommendation food,
recommendation coffee},
m;,({recommendation food ,
recommendation coffee }) =
0.8]

my: {[{recommendation coffee
maker, recommendation kitchen
furniture}, m,({recommendation
coffee maker, recommendation
kitchen furniture}) = 0.6]

Recommendation:
Coffee

fridge, freezer,
cook-stove, coffee
maker, toaster,
motion sensor

m;: {[{food preparation , coffee prepara-
tion}, my({food preparation, coffee prepara-
tion })=0.3]

{[{food preparation , toast preparation},
m,({food preparation, toast preparation}) =
0.6

[{food preparation}, m,({food preparation})
=0.1]}

my:
{[{Movement in kitchen, Fast movement in
kitchen}, m,({M ovement in kitchen, Fast
movement }) = 0.8]

[{Movement in kitchen}, m,({Movement in
kitchen }) =0.2] }

m;: {[{recommendation cook-
stove}, m;({rec. toaster, rec.
coffee maker}) = 0.2]

{[{rec. fridge, rec. cook stove},
my({rec. fridge, rec. coffee
maker }) = 0.8]

my:
{[{rec. freezer, rec. cook-
stove}, my({rec. freezer, rec.
cook-stove })=0.9]

[{rec. toaster }, m,({rec. cook-
stove}) =0.1] }

Recommendation:
Freezer

coffee maker,
toaster, dishwash-
er,

motion sensor

m;: {[{ coffee preparation, washing dishes},
m; ({coffee preparation, washing dishes }) =
0.3]

{[{ toast preparation. washing dishes},
m,({toast preparation, washing dishes }) =
0.6]

[{washing dishes}, m;({washing dishes}) =
0.1]}

m,: {[{Movement in kitchen, Fast movement
in kitchen}, my({Movement in kitchen, Fast
movement in kitchen }) = 0.8]

[{Movement in kitchen}, my({Movement in
kitchen }) =0.2] }

my: {[{rec. dishwasher, rec.
washing powder}, m;({rec.
dishwasher, washing powder})
=0.6]

{[{rec. detergent, washing
powder}, my({rec. dishwasher,
washing powder}) = 0.4]

my: {[{rec. dishwasher, rec.
kitchen furniture }, my({rec.
dishwasher, rec. kitchen furni-
ture })=0.8]

[{rec. detergent, rec. kitchen
towel}, my({rec. detergent, rec.
kitchen towel}) = 0.2] }

Recommendation:
dishwasher

Table 2. BExample of data processed within the framework.
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Our approach incorporates context quality information into sensor evidence, construction of alternative frames of
discernment concerning situation and recommendation suggestions. We demonstrate here our approach on a
simple case study.

6 CONCLUSION

In this paper, we propose a model intended for security situation identification. This model is mainly based on
the use of the belief function theory which reflects better the uncertain character of the process of security situa-
tion detection. We describe here some results of our initial study. In our future activities, we want to analyze
these procedures more deeply. We are preparing more experiments with the aim to especially improve the proce-
dures concerning the resulting description of the situation, i.e. procedures pertaining to the extraction of the
knowledge from processed data fromsensors and from data stored in the database.
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L-moments and TL-moments
Diana Bilkova®

Abstract. Application of the method of moments for the parametric distribution is
common in the construction of a suitable parametric distribution. However, moment
method of parameter estimation does not produce good results. An alternative ap-
proach when constructing an appropriate parametric distribution for the considered
data file is to use the so-called order statistics. This paper deals with the use of order
statistics as the methods of L-moments and TL-moments of parameter estimation. L-
moments have some theoretical advantages over conventional moments. L-moments
have been introduced as a robust alternative to classical moments of probability dis-
tributions. However, L-moments and their estimations lack some robust features that
belong to the TL-moments. TL-moments represent an alternative robust version of L-
moments, which are called trimmed L-moments. This paper deals with the use of L-
moments and TL-moments in the construction of models of wage distribution. Three-
parametric lognormal curves represent the basic theoretical distribution whose param-
eters were simultaneously estimated by three methods of point parameter estimation
and accuracy of these methods was then evaluated. There are method of TL-moments,
method of L-moments and maximum likelihood method in combination with Cohen’s
method. A total of 328 wage distribution has been the subject of research.

Keywords: order statistics, L-moments, TL-moments, maximum likelihood method,
probability density function, distribution function, quantile function, lognormal
curves, models of wage distribution.

JEL Classification: C46, C89, D31
AMS Classification: 60E05, 62E99, 62H12, 62F10

1 Introduction

The advantages of L-moments and TL-moments methods are obvious when applied to small data sets, predomi-
nantly in the fields of hydrology, meteorology and climatology, considering extreme precipitation in particular.
The main aim of this paper is to utilize the two methods of parameter estimation in large data sets and compare
their accuracy to that of the maximum likelihood method in combination with Cohen’s method (farther only max-
imum likelihood method).

Data concerning the wage distribution (in the form of an interval frequency distribution) for the period 2003—
2010 were downloaded from the official CSO website. Three-parameter lognormal curves represent the basic the-
oretical probability distribution. For all analyzed wage distributions, the model distribution parameters were esti-
mated using the methods of L-moments, TL-moments and maximum likelihood simultaneously, their accuracy
having been subsequently compared.

L-moments are an alternative system describing the shape of the probability distribution. They have certain
theoretical advantages over conventional moments resting in the ability to characterize a wider range of distribu-
tion. They are more resistant to outliers compared with conventional moments and less prone to estimation bias,
the approximation by asymptotic normal distribution being more accurate in finite samples. L-moments are anal-
ogous to conventional moments. They can be estimated based on linear combinations of sample order statistics,
i.e. L-statistics. L-moments and their estimations, however, lack some robust features that belong to TL-moments,
the latter (the trimmed L-moments) representing an alternative robust version of the former.

Different approaches to the parameter estimation and various types of estimators have been currently under
discussion in some areas of statistics and applied mathematics, see, e.g. [9], the application of the L-moments
method of the parameter estimation being studied, e.g. in [1], [3] and [5], the application of the TL-moments
method of the parameter estimation being studied, e.g. in [2]. The wages and incomes and especially the develop-
ment and modeling of wage and income distributions have been also dealt with extensively in the statistical liter-
ature; see, e.g. [6]-[8]. Three-parametric lognormal curves represent the basic theoretical distribution, see [4].

All calculations were performed using Statgraphics and SAS statistical software packages, the Microsoft Excel
spreadsheet and mathematical software R.

 University of Economics, Prague; Faculty of Informatics and Statistics; Department of Statistics and Probabil-
ity; Sq. W. Churchill 1938/4; 130 67 Prague 3; Czech Republic; e-mail: bilkova@vse.cz.
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2 Theory and methods

2.1 L-moments of probability distribution

Let X be a continuous random variable that has a distribution with the distribution function F(x) and quantile
function x(F). Let X, < X n < ...< X, b€ the order statistics of a random sample of the sample size n, coming

from the distribution of the random variable X. L-moment of the r-th order of the random variable X is defined as
13 S(r-1
}Lr:?Z(—l)J-[ i J-E(x,,j:,), r=1,2,... )
j=0

The expected value of the r-th order statistic of a random sample of size n has the form

1
[ x(F)-[FOOI" L [1- F)I" ~"d F(x). @
TR j (F)-IFOOI" [1- F(I" " F(x)

The letter “L” in “L-moments” indicates that the r-th L-moment A is a linear function of the expected value of
a certain linear combination of the order statistics. The actual estimation of the r-th L-moment A based on the
obtained data sample is then a linear combination of order data values, i.e. L-statistics. The first four L-moments
of the probability distribution are now defined as

E(x r: n) =

1

2=E(X1)= f X(F)dF(x), ®

Ao E(X 2o xu):ix(F)-[z F()-11dF(0), @

x3=% E(X33-2X 23+ X1:3) =IX(F)-{6[F(X)]2—6 F()+BdF(X), (5)

ha :% B(X4:4=3X 54+ 8X 20 = X ) :Ix(F)-{ZO[F(X)]3—301F(X>]2 +12[F()]-THd F(x). (6)

The probability distribution can be specified by its L-moments, even if some of its conventional moments do
not exist, the opposite, however, not being true. It can be proved that the first L-moment 11 is a characteristic of
the location and the second L-moment A is that of variability. It is often desirable to standardize higher L-moments
Ar, >3, s0 that they can be independent on specific units of the random variable X. The ratio of L-moments of
the r-th order of the random variable X is defined as

W= r=3.4,.. @)
A2
We can also define a function of L-moments which is analogous to the classical coefficient of variation, i.e. the so
called L-coefficient of variation

e=t2, ®
M

The ratio of L-moments 13 is the skewness characteristic, the ratio of L-moments 14 being the kurtosis charac-
teristic of the respective probability distribution. The main probability distribution properties are very well sum-
marized by the following four characteristics: L-location A1, L-variability A2, L-skewness t3and L-kurtosis ts. L-
moments A1 and Az, L-coefficient of variation t and ratios of L-moments 73 and t4 are the most useful characteristics
allowing us to summarize the probability distribution. Their main properties are existence (if the expected value
of the distribution exists, then all its L-moments exist) and uniqueness (if the expected value of the distribution
exists, then L-moments define the only one distribution, i.e. no two distributions have the same L-moments).

2.2 Sample L-moments

L-moments are usually estimated from a random sample drawn from the unknown distribution. Since the r-th L-
moment A is a function of order statistics expected values of the r-sized random sample, it is naturally estimated
using the so-called U-statistic, i.e. the corresponding function of the sample order statistics (averaged over all
subsets of the sample size r that may be formed from the obtained random sample of size n).
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Let X1, X, ..., Xn be a sample and x.,, < xo:n < ... < xnon an order sample. Then the r-th sample L-moment can
be written as

-1
-1 (r=1 9
) ma s b e etz ®
r r I<ii<iz<..<ir<n i-o J
Hence the first four sample L-moments have the form
ls,
|1=ﬁ'ler (10)
i
Lm* 1
|2:E‘ 2 P (Xi;"’Xj;n)'
i>]
Lm* 12
ISZE'[SJ ZZZ (in ™ 2 X" X
i>j>k
AT SE5y (a0, 20, 0 @3)
"4 \a (Xiin 3Xj:n 3 Xen ™ X
i>j>k>1

The method of L-moments allows us to obtain parameter estimations by setting the first p sample L-moments (p
=3 in this case) equal to the corresponding L-moments of the basic probability distribution. Using the following
equations, we get parameter estimates by the method of L-moments for the case of the three-parameter lognormal
distribution (“L” meaning L-moments estimation method)

.o %,(D—l[l;%)' (14)
c-~0,999 281z — 0,006 118 7° + 0,000 127 2°, (15)

L
HL=In 2 T 7i, (16)

erf| & 2

2
2L

0" =l- eXP[uL +°7] an

2.3 TL-moments of probability distribution

An alternative robust version of L-moments will be introduced now. This modification of L-moments is called the
“trimmed L-moments™ and is noted TL-moments. In this modification of L-moments, the expected values of order
statistics of a random sample (in L-moments definition of probability distributions) are replaced by the expected
values of order statistics of a larger random sample, the sample size growing in such a way that it corresponds to
the total size of the adjustment, as shown below.

TL-moments have certain advantages over conventional L-moments and central moments. TL-moment of
probability distribution may exist even if the corresponding L-moment or central moment of this probability dis-
tribution does not exist, as it is the case of the Cauchy distribution. Sample TL-moments are more resistant to
outliers in the data. The method of TL-moments is not intended to replace the existing robust methods, but rather
as their supplement, particularly in situations with outliers in the data.

In this robust modification of L-moments, the expected value E(Xr.j:) is replaced by that of E(Xr+t1-j:r+t1+2).
For each r, we increase the size of a random sample from the original r to r + t; + t,, working only with the expected
values of these r modified order statistics Xu+i:r+ti+2, Xts2r+ti+2, ..., Xu+rr+u+2 DY trimming t; and ta (the lowest
and highest value, respectively, from a conceptual sample). This modification is called the r-th trimmed L-moment
(TL-moment) and marked 32 Thus, TL-moment of the r-th order of a random variable X is defined as
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7‘“112)_’ Z< -l ( J EXrati—jir+titta) T=1.2,. (18

It is evident from the expressmns (18) and (1) that TL-moments are reduced to L-moments when t1 = t, = 0.
Although we can also consider applications where the adjustment values are not equal, i.e. t; # to, we focus only
on the symmetry of t; = t, = t. Then the expression (18) can be rewritten

7»9)** Z( - [ : ]'E(Xr+t—j:r+2t): r=1,2,.. 19
0
For t = 1, the first four TL-moments have the form

M =E(X 29, (20)

1
7»51)=§E(X 34~ X 2:4) @

1
Kgl)ZEE(X a5~ 2X 35+ X 2:5), @)
1

31)=ZE(X 5:6 ~ 3X 4:6 + 3X 356 ~ X 2:6)- 23)

Measurements of location, variability, skewness and kurtosis of a probability distribution analogous to conven-
tional L-moments (3)—(6) are based on 3@, 3® 3 ®a 1P .

The expected value E(X.n) can be written using the formula (2). Applying the equation (2), we can re-express
the right side of the equation (19)

A=, 2( 1)1[ j% [XE)FOOI T FRIM T dF (. =12, (24)

It is necessary to bear in mind that 3 © =3, normally represents the r-th L-moment with no adjustment.

The expressions (20)—(23) for the first four TL-moments (t = 1) may be written in an alternative manner

A =6 [X(F) [F (] [1- FOO1dF (), 3)

1=6. fx(F) TFOOT-2- FOI-[2F (0 -1 d F (x), (26)

“>—2—; JX(P)F 001 11~ FOOI-BIF (91 -5 F (0 + B AF (), @7
A= jx(F) [FO01-[1- F(01-Q41F ()T - 21[F (9] + 9[F (9] - d F(x). (28)

The distribution can be identified by its TL-moments, although some of its L-moments and conventional moments
do not exit.

TL-skewness ¢ and TL-kurtosis () can be defined analogously as L-skewness 3 and L-kurtosis ¢,

A0

Tgo:%, 29
A0

=T (30)

2.4 Sample TL-moments
Let X1, X2, ..., Xn be the sample and xg.n < Xo:n < ... < xn:n an order sample. The expression
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E(XJ+];J+I+1)=(I:'L]]'Z":[i;l]'[nl_ijﬁ(i:n (31)

J+1+1

is considered to be an unbiased estimation of the expected value of the (j + 1)-th order statistic Xj+1;j++1 in the
conceptual random sample of the sample size (j + | + 1). Now we assume that in the definition of the TL-moment
2 in (19) the expression E(X+—;r+21) is replaced by its unbiased estimation

A 1 n i-1 n—i
E(Xrt j:HZt)[n]'iz;‘[rH i 71]'(t+ J.]'Xi:nv (32)

r+2t

which is obtained by substituting j > r+t—j—21and | — t +j in (31). Now we get the r-th sample TL-moment

13 (r=1Y .
Iﬁt):F.Z(_l)J.( | J'E(mej:rm)» r=1,2,..,n-2t, (33)
=0
PR < PR At I SRR ol B e et IR ~
| r;( 1) [ j ( . ];r+tfjfl (o) T 1,2,..,n-2t, 34)
r+2t

which is an unbiased estimation of the r-th TL-moment ; ®  Let us note that for eachj=0, 1, ..., r — 1, the values

Xin in (34) are not equal to zero only for r +t—j<i<n—t—jin relation to combination numbers. Simple adjustment
of the equation (34) provides an alternative linear form

& i(r-1 i-1 n—i
—1)J. .
oot 5|27 (e 0 . ()

1:n
ISt n
r+2t

The above results can be used to estimate TL-skewness Tg) and TL-kurtosis ) by simple ratios

o_1s 36

5 0 (36)
(t)

ol 7

ts I(zt)- (3 )

3 Results and discussion

Table 1 shows parameter estimations obtained using the three methods and the value of the S criterion (the sum of
absolute deviations of the observed and theoretical frequencies for all intervals) for the total wage distribution in
the Czech Republic, giving an approximate description of research outcomes for all 328 wage distributions. We
found out that the method of TL-moments provided the most accurate results in almost all, with minor exceptions,
wage distribution cases, the deviations having occurred mainly at both ends of the wage distribution due to extreme
open intervals of an interval frequency distribution. Table 1 indicates that for the total wage distribution set for the
whole Czech Republic in 2003-2010, the method of TL-moments always yields the most accurate output in terms
of the S criterion. As for the research of all 328 wage distributions, the second most accurate results were produced
by the method of L-moments, the deviations having occurred again at both ends of the distribution in particular.
The latter method brought the second most accurate results in terms of all total wage distribution data sets over the
period 2003-2010. In the majority of cases, the maximum likelihood method was the third most accurate approach.
(For all cases, see Table 1.) Figure 1 represents the development of probability density function of three-parametric
lognormal curves with parameters estimated using the method of TL-moments (related to the results in Table 1).

4 Conclusion

A relatively new class of moment characteristics of the probability distribution has been introduced in this paper.
The probability distribution characteristics of the location (level), variability, skewness and kurtosis have been
constructed using L-moments and their robust extension — TL-moments method, the former (as an alternative to
classical moments of probability distributions) lacking some robust features that are typical for the latter.
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The accuracy of TL-moments method was compared to that of L-moments and the maximum likelihood
method. Higher accuracy of the former approach in comparison to that of the latter two methods has been proved
by examining 328 wage distribution data sets. Advantages of L-moments over the maximum likelihood method
have been demonstrated by the present study as well. The criterion of the sum of all absolute deviations of the

observed and theoretical frequencies for all intervals for tackling wage distributions, has been employed.

Disadvantages of used methods are problems of computational complexity. Said methods of estimating pa-
rameters may be used in any field of economics, in which we model the empirical distribution using some theo-
retical continuous probability distribution, for example, when modelling amounts of damage in non-life insurance.

Maximum likelihood

Method of TL-moments Method of L-moments method
Year B o? 0 B s 0 n ¢? 0
2003 9.060 0.631 9,066 9.018 0.608 7,664 9.741 0.197 2.071
2004 9.215 0.581 8,552 9.241 0.508 6,541 9.780 0.232  0.222
2005 9.277 0.573 8,873 9.283 0515 6,977 9.834 0.229  0.270
2006 9.314 0.578 9,383 9.284 0.543 7,868 9.891 0211 0.591
2007 9.382 0.681 10,028 9.388 0.601 7,903 9.950 0.268  0.162
2008 9.439 0.689 10,898 9.423 0.624 8,755  10.017 0.264  0.190
2009 9.444 0.704 10,641 9.431 0.631 8,685  10.020 0.269  0.200
2010 9.482 0.681 10,617 9.453 0.621 8,746  10.034 0.270  0.201
Criterion S Criterion S Criterion S
108,437.01 133,320.79 248,331.74
146,509.34 248,438.78 281,541.41
137,422.05 231,978.79 311,008.23
149,144.68 216,373.24 325,055.67
198,670.74 366,202.87 370,373.62
206,698.93 357,668.48 391,346.02
193,559.55 335,999.20 359,736.37
210,434.01 235,483.68 389,551.44

0,00009 —
0,00008 +
0,00007 +
0,00006 +
0,00005
0,00004

0,00003

probability density function

0,00002

0,00001

criterion for total wage distribution in the Czech Republic

gross monthly wage (in CZK)
Figure 1 Development of probability density function of three-parametric lognormal curves with parameters
estimated using the method of TL-moments

o4

Table 1 Parameter estimations obtained using the three methods of point parameter estimation and the value of S

Source: Own research

- =year 2003
year 2004
year 2005
e— \ear 2006
-« year 2007
year 2008
- = = «year 2009
year 2010

Source: Own research
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Impact of German Economic Growth

on Czech Tourism Demand
Sara Biza Bisova

Abstract. In the Czech tourism analyses statistics summainielsgraphical repre-

sentations are frequently used. Nevertheless, cmrlex and sophisticated meth-
ods such as multivariate macroeconometric modelpaorly applied in this area in
the Czech Republic. Most macroeconometric analyzeslly concentrates on stabi-
lization policies, or a special part of the macystem, using the main macroeco-
nomic indicators.

Our aim is to analyze the Czech incoming tourism @@ influence of the German
economic situation on the Czech inbound tourism atehusing VAR models ap-

proach. In this context, Granger causality testingivariate VARs and impulse re-
sponse functions analysis in more-dimensional VARsincluded. Three represen-
tations of Czech tourism demand are defined whieeeemphasis is placed on in-
coming tourism to the Czech Republic. The outpatlicate relevance of all the
three definitions of Czech tourism demand and figanit relation between Czech
prices, German product and Czech tourism demandording to the results, the

economic situation in Germany can be considerebet@n indicator of incoming

tourism in the Czech Republic and the prices imfagethe tourism in general.

Keywords: Granger causality, impulse response functions, ogomomic analysis,
tourism demand, vector autoregression, Grangeadigus

JEL Classification: C32,C51, E10, F59
AMS Classification: 62M10, 91B84

1 Introduction

Tourism is very important source of income and ewplent in many countries. Therefore, tourism daléec-

tion and analyses become more relevant. Also inCiech Republic income from tourism represent irtgyar
part of output and is very important for employmeéftie Czech Republic is among the major Europearisto
destinations. In the Czech Republic tourism comadet the Ministry of regional development whichtte

coordinating and methodical authority for tourigbzechTourism is organization of the Ministry enghgethe

development and progress of tourism in the CzegtuBRe& and closely cooperating with the Ministry.fén-

damental objective of CzechTourism is to promoge@zech Republic as a tourist destination abroddaéso in

the Czech Republic. CzechTourism activities inclowgketing, education, consulting, internationaderation
etc. For tourism data collection there is also oimportant institution - Czech Statistical Offide.recent years,
Ministry and CzechTourism try to implement projetdsexpand and improve the statistical databasdsaaal-

yses of tourism. Unfortunately, currently are nedible rich historical data from tourism and #fere statisti-
cal and econometric analyses are limited. Ther@alyesmall set of variables available and manyetseries are
not as long as desirable. Most of the analyseserdrate on the progress of chosen indicators aoomparison
of selected territorial units. They are usuallydsh®n interpreting of descriptive statistics wreleonometric
analyzes are very uncommonly used in this area.

We can distinguish three basic forms of tourisndefined in EU Manual [9] — domestic, inbound and-ou
bound tourism. Domestic tourism contains activittgsresidents within a country of reference as & p
a domestic or an outbound trip. Inbound tourisniudes activities of non-residents within the coyrdf refer-
ence on an inbound trip. Outbound tourism is theprasented as activities of residents outside datcy of
reference as a part of an outbound or a domegtichomestic and inbound tourism together formrimaé tour-
ism. This study concentrates on the Czech intemaism with a focus on the Czech incoming tourism.

In recent studies many indicators measuring toudesmand are defined and applied - tourist arri(ddpar-
tures), tourist expenditures, nights spent in ctie accommodation establishments etc. Next tarttieators
mentioned above we use also occupancy rate ofshatel similar accommodations. Song, Li in [7] sfyeci
a model for tourism demand and construct ex pasichst for evaluation the quality of the model. sed

1 University of Economics Prague, Dept. Of EconoinstW. Churchill Sqg. 4, Prague 3, xbissO0@vse.cz.

56



Mathematical Methods in Economics 2015

real tourist expenditure and arrivals in their @ggite and per capita form in Hong Kong by visifoosn Aus-
tralia, the UK and the USA (key source marketsji@and for tourism. Next to it they put other macanom-
ic indicators in their macroeconometric model ofma&d for tourism — e.g. real GDP, CPI and exchaage
They defined ADLM (autoregressive distributed lagdel) with mentioned versions of demand for tourfem
each of three incoming countries and their findingggest, that using tourist arrivals as demanddiarism is
more influenced by origin country income and haffiiects, while tourist expenditure is connectechwdéstina-
tion prices relative to those in the origin counffiiey also state, that in their study, model wifjyregate ex-
penditure was predicted most precisely followeddtgal arrivals, per capita arrivals and per capitpenditure
was the poorest one. Wong et al. in [8] used mathadologies for modelling and forecasting tour®@mand
for Hong Kong with aim to examine the efficiencyaafmbining forecasts using tourist arrivals frony seurce
markets (ten countries) — ARIMA, ADLM, ECM and VARhey conclude that although the combined forecasts
do not always outperform the single model forecastsnbined forecasts can reduce risk of forecadtiigre
and should be preferred to single model forecasitsany practical situations. Biagi, Pulina in [[Z] used VAR
models and Granger causality in empirical analg§iSardinia. Authors defined several models ancckafe,
that tourism supply is demand-driven, tourism deshianguality-driven and there is simultaneous Geargau-
sality between tourism demand and capacity (nurobbeds). They define a proxy variable for quatifyexist-
ing accommodation by the number of accommodatiehramber of beds within 3-5 stars category.

In this paper we employ indicators defining the dadhfor tourism in multidimensional econometric lgna
sis using VAR models and impulse response functigvis estimate three VAR models and construct ingpuls
response functions (IRFs) using the recursive ifleation technique. We also use testing for catysahsed on
prediction principle presented by Granger. The epte of VAR models and impulse response functioes a
frequently used for the econometric modeling of thacroeconomic stabilization policies, but usingriem
indicators as occupancy rate of bed places andbedr in hotels and similar accommodation, arrigdlaon-
residents and nights spent at tourist accommodatiteblishments are less frequented. Our goal ébéck the
relevancy of the three definitions of tourism dechand to find out the influence of change in Czpbes and
German economic growth (represented by German ptpdn the tourism demand in Czech Republic urider t
assumption that Germany is the main incoming cquiatrCzech Republic - Germany is strongly econoftyica
connected with the Czech Republic through impodt @xport and also through the tourism.

The paper is organized as follows: section 2 stdwesretical background of applied econometric aaph,
data are presented in section 3 and empirical sisaly section 4. Conclusions are summarized iticge8.
2 VAR models
The structural form of VAR model (SVAR) without @rcepts can be defined as follows [4], [5]
Ay, =I(L)y,, +Bu,, 1)
where u, is a structural disturbance vector generated byovewhite noise process, with identity covariance
matrixE(u,u) = A , where diagonal elements are variances of straicstiocks,II(L) is a polynomial matrix in

the lag operator angt, is a vector oim endogenous variables. The elements outside tig@mli in matrix B
may be non-zero, therefore, some of the shocksniience more endogenous variables of the sys#ém [

We can estimate the reduced form
Y= AT, + v, @
where v, is a disturbance vector of reduced form with a cavee matrix E(v,v{) = . For the disturbance
vectorsu, and v, holds the following formulae [4]
v,=A"Bu, or Av,=Bu, 3)
and
E(v,v{)=A7B'E(uu/)B'A™ or E=ATBTAB'A™L 4)

The matrix A identifies the relation between the structuratuitsancesu, and the reduced form shocks.

We employ therecursive identification scheme, so-calle@holeski decomposition, to get a just identified
VAR, where the matrid is lower triangular and the matrR is diagonal, see [6].
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The VAR models are introduced for the macroeconcemialyses in [6]. The estimation of VAR models is
usually followed by construction of IRFs. IRFs awstantial in the macroeconomic policy analyses.deriv-
ing and interpretation of IRF see [5].

2.1 Granger causality

Within the VAR models Granger causality (GC) presdrin [6] for testing causality in econometric retlis
usually applied. The outputs of Granger conceptaafsality for stationary time series cannot berpreted as
causality in terms of cause and effect. The priecgh GC is based on predictive properties of aaly@ed set of
variables. Concretely, if the past values of ongatée (or the subset of variables) can help indjwteng the
remaining variable. In two-variableX(Y) system we can simply test, Xf can be better predicted using past
values ofY compared to using only historical dataxofin this most simple situation the test is a paFitest on
regression parameters of laggéth the regression foX. We can write

EOC X X X Yoo Yoo Yo B EOXL X0 Xy e ) ®)

where maximal lag is selected on different basis, for example ugilg criterion.

In case of simultaneous GC we talk about the feeldbgstem. In more dimensional VAR is possibleetst t
GC of a subset of variables on a last one of tiseegsy. More about GC test in [3], [4].

3 Data

For the analysis five Czech and German macroecanowicators were applied, as we assume, that im@pm
tourists traveling from Germany to Czech Repul@jeresent about 20% of arrivals of non-residenthedCzech
Republic when working with number of guests in edlive accommodation establishments. German data ar
real output GDPr_de real gross domestic product in constant pric€9%2100)) measured in million units of
national currency Czech data contain consumer price indgRI( c2, with basis in 2005 (2005=10band three
definitions of tourism demand - net occupancy dtbed-places and bedrooms in hotels and simileoraco-
dation in Czech RepublicQCCUPANCY_gz*, total nights spent by non-residents at touristoaamodation
establishmentsNIGHTS_c¥° and arrivals of non-residents at tourist accomrtiodgARRIVALS_g%. All the
time series are measured at quarterly frequenoies Q1 2002 to Q4 2014 (52 observations) becaudierea
data of Czech indicators for tourism demand — ngr@CUPANCY _G¢ZARRIVALS_candNIGHTS_cz are
not available. Data series were obtained from Hatp€zech Statistical Office and Deutsche Bundeisba

For the purpose of causality testing, time seriesewnot seasonally adjusted for the GC analysisause
seasonality is crucial information for causalitgtieg in this case. For IRF analysis of more-din@mas models
seasonal dummies for tourism demand variables d®IARIMA method for German output were used to heac
better interpretable IRFs that are quicker retgrtim equilibrium. For the estimation EViews 7 an®ETL
1.9.5 software were used.

Table 1 shows the ADF tests of all the above mestiovariables in levels. All the variables, excigptoc-
cupancy raté are non-stationary at 5 % significance level #ratefore should be transformed to reach the sta-
tionarity for the application in VAR. The occupan@te was also transformed due to the interpretatioorder
to eliminate the non-stationarity, differences betw logarithms were computed (for their usefulrimtetation
as growth rates)

An,) =y -Iny, = |nyi, )

t-1
where y, represents each of the analysed variables ingeriall the time series are stationary in first diffe

ences — see table 1. VariallCCUPANCY_cavas only differentiated, because is representegeicentage
terms and therefore does not need to be logaritianiz

2 Deutsche Bundesbankwww.bundesbank.de

% Czech statistical officewww.czso.cz

“ Eurostat -http://ec.europa.eu/eurostat

® Eurostat ‘http://ec.europa.eu/eurostat

® Eurostat ‘http://ec.europa.eu/eurostat

" In Figure 2 we can see, that occupancy rate doeseem clearly stationary during the monitorecetiperiod
due to higher levels of the variable in 2002. Inder view the occupancy rate probably become astationary
time series.
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LEVEL t-statistic Prob.* D-LOG t-statistic  Prob.*
GDPr_de -1.055576 0.7264 GDPr_de -2.459771 0.0148
CPl_cz -0.440897 0.8939 CPl_cz -4.400840 0.0009

ER -2.001260 0.2855 ER -5.039293 0.0001

OCCUPANCY_cz -3.746667 0.0063 OCCUPANCY_cz -5.398486 0.0000
ARRIVALS_cz -1.836504 0.3588 ARRIVALS_cz -3.565863 0.0103
NIGHTS_cz -2.515502 0.1183 NIGHTS_cz -3.300190 0.0209

*MacKinnon (1996) one-sided p-values
Notes:Test critical values -3.58 (1% level), -2.93 (5%, -2.60 (10% level), IR not in logs

Table 1 ADF tests for variables in levels

Figure 1 shows graphs of time series describedebplevels. We can clearly see the non-statiopafiall
variables in their level form.

ARRIVALS_cz CPl_cz GDPr_de
900,000 124 700,000
800,000 120+ 680,000
200000 116
660,000
12
600,000-|
108 640,000
500,000-|
400,000 o 620,000
] 100-|
300,000 96| 600,000
00,0004 ———— 11— 17 92— 580,000 f—r—r—— 17—
2002 2004 2006 2008 2010 2012 2014 002 2004 2006 2008 2010 2012 2014 002 2004 2006 2008 2010 2012 2014
NIGHTS_cz OCCUPANCY _cz
2,400,000 50
45
2,000000-]
40
1,600,000
35
1,200,000
30
800,000 4—————————————— Bt
002 2004 2006 2008 2010 2012 2014 002 2004 2006 2008 2010 2012 2014

Figure1 - Time series plots

4 Application

The application part includes causality testingecsfication of more-dimensional VAR model and chose-
pulse response functions. For the analysis were abreviations of variables and data transformataccord-
ing to the description in section 3 (Data).

4.1 Granger causality testing

The Granger causality was analyzed between Germapuband each of three variables representingstour
demand in Czech Republic. The same was perfornsedfat Czech price level and tourism demand. Thalte

of all the GC tests in bivariate VAR models areilmde in Table 2. The first and fourth columns tin tested

pair of variables in the given order, the secondl fifth columns inform about the number of includeds in the

appropriate bivariate VAR and the third and sixtlumns include the p-value for the test.

There is evident relationship between German prodod tourism demand in the Czech Republic. All the
pairs of variables have uni- or bi-directional GG &6 significance level. The same applies to CZeeh In all
the three cases of tourism demand definition tierelationship running from GDP to tourism demalmdcase
of ARRIVALS_cthe results show even simultaneous causalityutdcbe interpreted to mean that more arrivals
to Czech Republic entail less traveling of Germaurists within Germany and concurrently less fanetigurists
coming to Germany because they travel to Czech IRiepinstead of Germany (therefore decrease in GDP)

8 Under the assumption of ceteris paribus, theréddoel also general increase in tourism in EU
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But we must keep in mind, that GC test interpretats based on principle of predictions and ndh&econom-
ic sense of cause and effect, although we woudditiko.

The case of Czech price level is similar to Ger@&®P, there are also significant GC tests in allttitee pairs.
There is relationship in sense of GC running froee¢h CPI to tourism demand. In case of occupaticatel
there is even bi-directional GC — one possiblerpreation can be increasing prices in hospitatignagement
projected into CPI as a result of higher demandcatmommodation capacity and for the related sesvesentu-

ally.

GC test df* prob. GC-test df* prob.
GDPr_de » ARRIVALS_cz 7 0.0448 ARRIVALS_cz > GDPr_de 7 0.0128
GDPr_de » NIGHTS_cz 7 0.0429 NIGHTS_cz > GDPr_de 7 0.1009
GDPr_de » OCCUPATION_cz 7 0.0010 OCCUPATION_cz > GDPr_de 7 0.2459
CPI_cz > ARRIVALS_cz 4 0.0057 ARRIVALS_cz > CPl_cz 4 0.9758
CPI_cz > NIGHTS_cz 4 0.0063 NIGHTS_cz > CPI_cz 4 0.9535
CPI_cz > OCCUPATION_cz 7 0.0000 OCCUPATION_cz > CPI_cz 7 0.0028

*Selection according to AIC criteria.
Table 2 — Granger causality test

4.2 Thethreevariable VAR

The Granger causality does not bring any inforrmtibout the sign of relation between two variablBss
inform us about the response of all variables ef AR system to a unit exogenous shock in each gemmus
variable. These responses include the signs oéffleets and therefore can be also used for caysalilysis.
Three versions of three-variable VAR models wetémeged and impulse response functions were coctstiu
Figure 2 shows IRFs representing responses ofdhesin demand variables to a unit exogenous shock i
CPIl_czandGDPr_de_sa

Response of NIGHTS_cz to CPI_cz

Response of ARRIVALS_cz to CPI_cz Response of OCCUPATION_cz to CPI_cz

T
2 4 6 R 2 4 6 8 10 12 14 2 4 6 8 10 12 14

Figure 2 — Impulse response functions (response to Choles&yS.D. innovations + 2 S.E.)

In all the VAR models Czech consumer price indesl &erman gross domestic product appear. The third
variable is one of the three definitions of tourisemand in the Czech Republic, (therefore thresioes of
VAR). For the purpose of better interpretation BFbk, variableGDPr_dewas seasonally adjusted by the X12
ARIMA method (we use the abbreviati@DPr_de_sa Seasonality in variables representing Czechigour
demand appear to be deterministic and thus wegagosial dummies into the three-variable VARs. |R$iag
seasonally adjusted variab®DPr_de_saprovide similar outputs (the same signs) with sthepresponses to
German output in comparison to models usBiPr_de without X12 ARIMA transformation. All the VAR
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models for IRF analysis were estimated with 3 lalgisough more than 3 lags were recommended by At€-c
rion. IRFs for three-variable VAR(4) and higher leggth VAR models contained worse interpretablpots
with responses changing sign in some cases.

The first row of the matrix of IRFs includes thepenses of tourism demand variables to an unexpecie
exogenous shock in Czech prices. In the secondappear reactions of tourism variables to an unergpeanit
exogenous shock in German output. It must be ntitatithe transformation of all the variables chatigsr
interpretation into the growth rates. The resuftshe three models suggest similar IRFs. We cansgadar
responses of all the three tourism demand variatdlesn exogenous shock {BPI_czand also to a shock
GDPr_de_saThe unit positive shock i€PI_czis followed by decrease in Czech tourism demandllirihe
three versions with a slight persistence at therimég of the simulated horizon — the fall startemabout one
or two quarters. One possible interpretation cal l® delayed reaction of foreign tourists to thange in
Czech prices. On the other hand, the confidenesvials are relative wide and therefore bring someettainty
to our interpretation. In the second row of Fig@relemand variables increase immediately as a resptn
a positive shock in German GDP with a peak arowalduarters after the shock. It suggests positiyeact of
German economic growth on the tourism demand irCrech Republic.

5 Conclusion

For the analysis were used three possible defirstif Czech tourism demand with focus on incommgism,
Czech price level and German economic growth dérfem German output. Ganger causality testingivar
ate VAR models was applied and IRFs for the thheeet-variable VAR models were constructed. The watstp
from Granger causality testing and IRF analysiggssgthat an intervention or shock influencing Gamreco-
nomic situation or Czech price level can signifityaffect the demand for tourism in the Czech Rijou Also
the impulse response function analysis correspauitifisour assumptions about the modelling systenurifm
demand decrease in response to increase in priceBerease in reaction to positive impulse in Gatraco-
nomic growth. Our analysis suggests that we camaithe changes in the development of Czech toufssm
mand through the economic situation in Germanykewesource market for Czech tourism. The Czechigou
demand is also determined by the Czech pricesenéling the decision making of potential visitorattheir
traveling. Our other conclusion is that all thesthdefinitions of tourism demand are relevant gplieable for
the Czech tourism demand analysis. More dimensigAd® models expanded to include exchange rate,rothe
definitions of Czech tourism demand representingisb expenditures and frequency domain causaystare
the subject of our upcoming analyses.
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Investment portfolio making under uncertainty by a two-stage
decision making procedure
Adam Borovicka®

Abstract. The main aim of this paper is to solve the problem of investment portfolio
making under uncertainty. For this purpose, a two-stage decision making procedure
is proposed. In the first phase, the approach provides aggregate valuation of invest-
ment alternatives which are divided into “bad” and good” ones. Then an investment
portfolio is made from the selected alternatives during the second phase. The pro-
posed procedure offers the complex view of the investment in contrast to the current
approaches solving rather only the partial fragments of an investment process. The
concept accepts the elements of uncertainty, as inaccurate input data, approximate
preferences about a relevance of criteria or a final value of particular portfolio char-
acteristics. These vague elements are expressed by the (triangular) fuzzy numbers.
For the first phase, the fuzzy multi-criteria evaluation method is proposed. The algo-
rithm is based on modifications of the current concepts ELECTRE I and I11. In terms
of the second phase, the fuzzy multiple objective programming method is introduced
which is educed from the fuzzy method KSU-STEM. The whole proposed two-stage
decision making procedure is applied to making portfolio of the open unit trusts of-
fered by the Ceska spofitelna investment company. The investment situation is in-
troduced, the portfolio making process is described step by step and the results are
analyzed.

Keywords: Fuzzy number, multi-criteria evaluation method, multiple objective pro-
gramming method, portfolio making, two-stage decision making procedure, uncer-
tainty, unit trust.

JEL Classification: C44
AMS Classification: 90B50, 90C70

1 Introduction

Many people decide where to invest their free financial resources. The important investment decision is usually
the result of a complex decision making process. We have several approaches solving only the fragments of the
entire investment decision making process, e. g. determination of investment policy, decision making criteria and
their importance, choice of suitable investment alternatives, or portfolio making. So the intention of this paper is
to propose such a decision making procedure containing all mentioned activities in order to solve the particular
investment problem. The procedure is defined as two-stage using the principles and approaches of the decision
making theory. At the beginning, a potential investor sets his/her investment policy. After this primary phase of
the process, which is not included in this text in more detail, a selection of suitable investment instruments from
the preselected set (defined on the basis of the investment policy) can be started in terms of the first stage. Then
an investment portfolio of the selected instruments is made in the second stage. There can be many elements of
uncertainty in terms of these two processes. It means that the input data can be in inaccurate form, the investor
preferences about a relevance of criteria or a final value of particular portfolio characteristics can be expressed
only approximately. These elements are specified via the triangular fuzzy numbers. Then to select the set of
“good” investment alternatives, the fuzzy multi-criteria evaluation method is proposed. To make the final in-
vestment portfolio, the proposed fuzzy multiple objective programming method is applied. The algorithms of
both concepts are affected by current approaches, but are adapted to the investment decision making. In the prac-
tical part, the portfolio of open unit trusts offered by the Ceska spofitelna investment company is made. In order
to fulfill this main aim of the paper, the proposed two-stage decision making procedure is applied. The invest-
ment situation is introduced, the investment process is described. The results are analyzed and commented.

After an introduction to the problems, both phases of the proposed two-stage decision making procedure are
briefly described. Next two chapters are devoted to the proposed fuzzy multi-criteria evaluation method and
fuzzy multiple objective programming method. The algorithms of these methods are shortly described with an
emphasis on special improvements and modifications compared to the current concepts. Then the two-stage

t University of Economics, Department of Econometrics, W. Churchill Sg. 4, 130 67 Prague 3,
adam.borovicka@vse.cz.
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procedure is applied to making portfolio of the open unit trusts. In summary, some ideas for future research are
specified.

2 Two-stage decision making procedure

The two-stage decision making procedure is proposed in order to comprise the whole investment decision
making process. At the beginning of the first stage, the potential investor usually forms his/her investment policy
with some investment counsel. It means to determine a purpose (goal) of the investment, to specify evaluative
criteria (risk, return, cost, etc.) and their importance, to set passive or active work with portfolio, to determine
investment horizon. Then a range of the potential investment instruments is specified. In the second part of the
first phase, the fuzzy multi-criteria evaluation method is applied in order to reduce sometimes wide group of
investment alternatives that are divided into “bad” and “good” ones. The first phase helps to orient in the particu-
lar investment situation, to analyze preselected investment alternatives by the choice criteria. The investor knows
which alternatives are “bad” and which would be suitable for a final investment portfolio. A reduction of the
extensive set of possible investment instruments can also serve to computational simplification in the second
phase when the mathematical model is formulated and solved. In the second phase, the portfolio is made from
the selected “good” investment instruments by the fuzzy multiple objective programming method. The investor
can invest his/her free financial resources in the chosen investment instruments in the stated shares.

2.1 Fuzzy multi-criteria evaluation method

Many current multi-criteria evaluation methods are “fuzzified”. They accept criteria values or weights in the
approximate form. We know fuzzy WSA, AHP, fuzzy conjunctive and disjunctive method, fuzzy modifications
of TOPSIS method, and method based on the (fuzzy) preference relation scoring AGREPREF, ELECTRE |,
ELECTRE Ill, or PROMETHEE.

The proposed fuzzy multi-criteria evaluation method eliminates some drawbacks and unfitnesses regarding
a practical application of a portfolio making of the current concepts [4]. The method accepts the input data in the
strict and the approximate form which the most methods do not enable. Any additional information (threshold
values or specification of utility function) from a decision maker is not required because it could be very prob-
lematic for a decision maker. The vague elements are expressed as triangular fuzzy numbers. The alternatives are
scored by a fuzzy preference relation in order to divide the alternatives into “good” (effective) and “bad” (inef-
fective). The algorithm takes into account the differences in criteria values compared to other methods (e.g.
ELECTRE Ill, conjunctive or disjunctive method). A comparison of the triangular fuzzy numbers is made by
McCahone’s approach [7]. The distance between fuzzy numbers is measured by the vertex method [5] that is
modified. In the end, the proposed method is user-friendly, the algorithm is comprehensible.

The algorithm of the developed method can be briefly described in the following steps:
Step 1: The criteria matrix Y = (y;) is specified, where y; (i=12,..,n; j=12,...,k) is an evaluation of the i-th

alternative by the j-th criterion. The criteria values can be in the strict form, in the vague form as triangular fuzzy
numbers as well. An importance of the j-th criterion is specified in the strict form as weightv; .

Step 2: The strict and fuzzy criteria values are compared. As in ELECTRE 11 [9], the following sets of criteria
indices are specified, where the set 1™, or 1™ contains the indices of minimizing, or maximizing criteria

Loy ={TASIYi > ¥ Y <Y Tel™,sel™) 0 j=12,.,mi#]

Lo ={TASIY > Vi Vi <Y T e 1™ s 1™ 0 j=12,.,miz]
Step 3: The matrices S and R, whose elements express the grades of preference, are determined. The matrix S is
defined as in the ELECTRE Il1 technique. A concept of the matrix R is derived from ELECTRE | method [8],

however it takes into account the criteria importance and works with the standardized criteria values. The ele-
ment of the matrix R is formulated for each couple of alternatives i and j (i, j =1,2,...,n) as follows

hzl (Vn | y{n - Y}h |)
:ka'i I %2, n=— i=], =0 else,
th [ Vin ~Yin |
h=1

fi

where 'y, , or. y‘Jh (i,j=12,.,n;h=12,..,k) is a standardized criteria value. The difference (distance) be-
tween standardized fuzzy criteria values is measured by the modified vertex method [4].
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Step 4: The aggregate preference of the i-th alternative in face of the j-th alternative is set by the proposed rule
S > S Al > T

The rule is a modification of ELECTRE III technique, the thresholds are eliminated. The effective alternative is
such an alternative that embodies the highest discrepancy between number of alternatives in face of which is
preferred and number of alternatives that are preferred in face of it. The concept combines an approach ELEC-
TRE I and I11 approaches to eliminate the ELECTRE | drawback, when the effective alternative does not have to
exist.

2.2 Fuzzy multiple objective programming method

To make investment portfolio actively, | focused on the group of interactive multiple objective programming
methods. The oldest interactive methods are GDF and STEM. Then the methods are “fuzzified”, e. g. fuzzy
STEM, which is called KSU-STEM. Other methods working with the different types of fuzzy numbers are pro-
posed. Fuzzy goal technique with interactive procedure was also proposed. Furthermore, several concepts based
on the a-cut principle are known.

The proposed fuzzy objective programming method also eliminates some drawbacks and unfitnesses regard-
ing a practical application of a portfolio making of the current concepts [4]. As in the fuzzy multi-criteria evalua-
tion method, the data can be expressed as triangular fuzzy numbers or real values. The hardly determinable addi-
tional information is not required from a decision maker (a-cut, goal values etc.). The interactive procedure is
included in the algorithm, so the decision maker can actively partake of solution making. His/her preferences of
objective function values can be expressed only approximately by means of the triangular fuzzy numbers.

The algorithm of the developed method can be briefly described in the following several steps:

Step 1: Define k objective functions. Denote the objective functions with strict coefficients as
f.(X) =cTx (i € IS O sty Cwhere 150, or 157 is a set of indices of minimizing, or maximizing objective

min min 1

functions. ¢ =(c,,C;,.....C;,) is a vector of strict coefficients and X = (X, X,.....X,)" denotes a vector of varia-

bles. The objective functions with fuzzy coefficients are denoted as f,(x) =&/ x (i € 1 U 1)  where 1/

min min 1
AT

or 1™ s a set of indices of minimizing, or maximizing fuzzy objective functions. & = (G,,,C;,,....C,) iS
a vector of fuzzy coefficients. The i-th fuzzy objective function is defined as following triangular fuzzy number

f00=(@xe e = (1100, £709, £769) el o1y,
where ¢ = (!, C,..C), =(c¥,cY,...,.c) and ¢ =(cT,ch,...,ch) are vectors of lower, upper and mid-

dle parameters. The vector of w9|ghts V = (V,,Vy,..,V, )" is known.

Step 2: The ideal and basal values of the objective functions are computed. Similar to STEM method [2], the
ideal value is stated by means of one objective model, where the extreme of particular objective function is
searched on the set of the strict conditions X. The ideal value of the objective functions with the fuzzy coeffi-
cients is stated similarly; however three separate one objective models must be solved. The basal value of each
objective function is calculated in connection with the ideal values of all objective functions. This principle is
derived from the approach of STEM method.

Step 3: As in [1], so-called fuzzy goals are formulated. This approach takes into account an acquisition of the
values of particular objective function. The minimizing, or maximizing objective function with strict coefficients
f.(x) (el orie ™) is converted to the fuzzy goal expressed by the right-side, or the left-side triangular

min 1 max

fuzzy number Ffl o With the following membership function

1 cix<f 1 c/x>f
o’ % —clx | T B T oI T
#an( TX) = e f' <c/x< ", or #R.m(c' X) = AE f2<celx<f',
0 cix> f° 0 c/x< f?

where fiB, or fi' is the basal, or the ideal value of the i-th objective function with the strict coefficients. The

basal and ideal value of the objective functions with the fuzzy coefficients is in the vague form (as triangular
fuzzy number), so the fuzzy goal is created via three triangular fuzzy numbers.
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Step 4: The model of fuzzy linear programming is formulated. This model can be transformed to the following
strict form via the concept of fuzzy goals (Bellman optimality principle)

Z=a —> max
B_.T R : B_ T me_m’ w_ul )
viea el TR = P e == 2 e et
ox-f° . trict o x- 1 o x- oy . f
wIhza  iellt wiSEre viIEDre vEREEra ey, @
xeX
0<a<l
where f°, f™, f**, and f", f™, f"are the basal and the ideal values of parameters of the triangular

fuzzy numbers describing the i-th objective function with the fuzzy coefficients, a is the grade of membership of
a solution which should be the greatest as possible.

Step 5: If a solution of the previous model (1) is not acceptable for a decision maker, the interactive procedure is
started. A decision maker divides the objective functions into 3 groups — objective functions whose values are
acceptable and do not have to get worse, objective functions whose values must be improved and objective func-
tions whose values can be got worse. The preferences about a possible downgrade of the values can be expressed
in the approximate form by a decision maker. The vague preferences are formulated by the triangular fuzzy
numbers. Model (1) is modified, some conditions are added, some conditions are eliminated. The interactive
procedure is inspired by the methods STEM and KSU-STEM [6]. But these concepts are improved by a possibil-
ity of the preference expressed in the vague form which is better applicable in a real decision making situations.
The criteria relevance is also conceived differently that in the mentioned concepts. Thus, an importance of the
objective functions, whose values can be got worse, are explicitly conserved. This process is repeated until the
solution is acceptable by a decision maker.

3 Making portfolio of the open unit trusts

The real application describes a situation of investment decision making for a long period in order to save
money for pension age. It results from my personal situation. Moreover, | do think that it is a typical situation for
many younger people in a productive age. Besides “standard” products as retirement income insurance, life in-
surance or building savings, an investment counsel presents open unit trusts to the client. The potential investor
will play active role in the process of portfolio making. He/She specifies the evaluative criteria in cooperation
with an investment counsel. He/She sets their importance linguistically.

3.1 Criteria

As long-standing client of Ceska spofitelna, I chose the open unit trusts managed and offered by the Ceska
spofitelna investment company. The offer consists of 9 mixed funds (4kciovy Mix FF, Dynamicky Mix FF, Fond
Fizenych vynosit OPF, Fond zZivotniho cyklu 2020 FF, Fond Zivotniho cyklu 2030 FF, Konzervativni Mix FF,
Osobni portfolio 4, PLUS Otevieny podilovy fond, Vyvazeny Mix FF), 5 bond funds (High Yield dluhopisovy
OPF, Korpordatni dluhopisovy OPF, Sporobond OPF, Sporoinvest, Trendbond) and 3 stock funds (Global Stocks
FF, Sporotrend OPF, Top Stocks). These 17 investment alternatives are evaluated by the most important 3 crite-
ria — return, risk and cost. Other possible criteria, e. g. portfolio diversification or market mood, are included in
the model via special conditions. The return is measured monthly in a period from January 2010 to July 2014.
This period can be considered as “more calm”, then it could properly represent a development in the long-term
investment horizon. The return is expressed by the triangular fuzzy number. Its middle parameter is determined
as average monthly return. Lower, or upper parameter is computed as an average monthly return reduced, or
topped by three standard deviation of monthly returns [4]. This operation is based on a presumption of the nor-
mally distributed returns. The triangular fuzzy number tries to cover return sufficiently in the vague form. The
risk is measured by the average absolute negative deviation proposed in [4]. This concept takes into account only
values less than average return. The costs include all fees connected with an investment to the open unit trusts,
namely entry, supervisor, manager or license fees.

3.2 Two-stage investment portfolio making

At the beginning of the portfolio making process, a potential investor expresses an importance of the criteria
linguistically in the scale of 5 terms — very low, low, middle, high, very high importance. The importance is:
return — high, risk — very high, cost — very low. The investor is risk-averse which results from a purpose of the
investment. The linguistically expressed criteria importance is transformed to the criteria weights via the fuzzy
weights estimation method proposed in [3] and [4]. The weights are: return — 0,4, risk — 0,547, cost — 0,053.
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In terms of the first phase, “the best” investment alternatives from each group of the open unit trusts are selected
by the proposed fuzzy multi-criteria evaluation method. Only one investment alternative is evaluated as effective
(“the best”) in each group, namely mixed unit trust Fond rizenych vynosit OPF, bond fund Sporoinvest and stock
fund Global Stocks FF. Fond fizenych vynosi OPF has not so high return compared to the most other mixed
funds. But the differences between the return values of the mixed funds are not considerable. Moreover, the
value of the most important criterion risk and also cost is significantly the lowest. The bond fund Sporoinvest is
selected because its risk and cost is in the lowest level and its return is the second greatest. In the group of stock
funds, Global Stocks FF has the lowest risk and Top Stocks has the greatest return. Although Global Stocks FF
has greater cost than Top Stocks, the lowest level of the most important criterion makes it a winner.

In terms of the second phase, a portfolio of the selected unit trusts is made by the proposed fuzzy multiple objec-
tive programming method. Three objective functions are determined. The objective function expressing the port-
folio return is specified as a weighted sum of returns of the selected unit trusts

F0% ) = 30 = (v, S, Sk
i=1 i=1 i=1 i=1

where  V, (i=1,2,3) is the return of the i-th unit trusts specified as triangular fuzzy number in the form
(v}, v",v"), x is a share of the i-th unit trust (i =1 for Fond fizenych vynosii OPF, i =2 for Sporoinvest, i =3

for Global Stocks FF). This objective function is maximizing. The objective function expressing the portfolio
risk is specified as a weighted sum of risks of the selected unit trusts

M

£ %, %) = Q6%

I
L

where 1, (i=1,2,3) is the risk of the i-th unit trust. This objective function is minimizing. The objective function
expressing the portfolio cost is formulated as a weighted sum of cost of the selected unit trusts

3
f3(X1,X2,X3) :znixu ’
i-1

where n; (i =1,2,3) is the cost of the i-th unit trust. This objective function is also minimizing. The set of strict
conditions X is specified in the following form

3
X :{Zx, =1,02<x <05, :1,2,3}.

i=1

3

> x =1 ensures making a portfolio. The conditions 0.2<x <0.5,i=1,2,3represent a diversification tool
i=1
which ensures that any unit trust will not create the most of portfolio, insignificant part as well. The basal and
ideal values of three above-mentioned objective functions are calculated via finding their extremes on the set X.
After formulation of the fuzzy goals, a strict mathematical model of linear programming can be formulated as
follows

Z=0o —> max
iv,‘ % -4.122 ivﬁx. -9.102 ivr % -11.535
04 g—2a 045 Fm—2a 04 —m—2a
121-3 6% 4152-3"nx;

0547 ——=2a 0.053——=2«a , ©)
02<x <05 i=12,3

3
dox =1

i=1
0<a<l

A solution of this model can be obtained by the simplex method.

The primary investment portfolio is in the following table (Table 1).
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Fund Share Criterion Value
Fond fizenych vynosi 26.24 % Return (6.3652, 91343, 11,9035) %
Sporoinvest 50 % Risk 0.6754 %
Global Stocks FF 23.76 % Cost 2.7086 %

Table 1 Primary investment portfolio

The unit trust Sporoinvest has the greatest possible share because it has significantly the lowest level of risk. The
highest importance of risk criterion causes greater share of the fund Fond fizenych vynost with lower risk than
the fund Global Stocks FF with greater return. The investor obtains the values of portfolio characteristics re-
counted to the annual base. The return is “defuzzified” by the average value from three parameters of the trian-
gular fuzzy number. Then the risk is 3.05 %, return 8.11 % and cost 2.71 %. The investor would like to improve
the value of risk at the expense of the values of return and cost that are very good for him/her. A possible down-
grade of these values is expressed approximately via the triangular fuzzy numbers. The modified model (2) is
solved. Because a value of risk is close to the ideal value, other small positive change of risk (hundredths per-
centage points) implicates a greater decrease return (tenths percentage points). On the basis of this analysis, the
investor accepts a primary solution (portfolio in Table 1).

4 Conclusion

The paper deals with the problem of a portfolio making under uncertainty. To cover the entire investment pro-
cess, the complex two-stage decision making procedure is proposed. In the theoretical part, the emphasis is put
on the analytic apparatus used in the proposed procedure. The principle and algorithm of the proposed fuzzy
multi-criteria evaluation method and fuzzy multiple objective programming method are briefly described. In the
practical part, the portfolio of open unit trusts is made by the proposed procedure. Of course, the decision mak-
ing procedure can be also used for making portfolio of another investment instruments or even for other decision
making situation. For future research, using other types of fuzzy numbers could be discussed, another mecha-
nism for a comparison of the fuzzy numbers or an involvement the vague structural coefficients and right sides
of constraints in a mathematical model could be also studied in the fuzzy multiple objective programming meth-
od. These modifications should lead to the possibility of other applications.
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DEA-risk models with Value at Risk inputs

Martin Branda!

Abstract. DEA-risk models with diversification are suitable for accessing
efficiency of investment opportunities available on financial markets. One of the
most important properties of these models — compared with the traditional ones
is that the optimal solutions correspond to efficient investment opportunities,
thus can be used by investors to revise their inefficient portfolios. In this paper,
we focus on DEA models where Value at Risk serves as an input and we enable
short sales under margin requirements. We discuss possible reformulations
necessary to solve the resulting model. The approach is demonstrated on real
data from US stock market.
Keywords: Data envelopment analysis, diversification, value at risk, portfolio
selection

JEL classification: C44
AMS classification: 90C15

1 Introduction

Since the seminar work of Markowitz [13], the portfolio selection problem has deserved much attention
by researchers as well as practitioners. Various models, formulations, risk measures have been introduced
and investigated. In this paper, we focus on diversification-consistent data envelopment analysis (DEA)
models with inputs which quantify risk. These models are useful not only for classifying of portfolios as
efficient and inefficient, but the optimal values can be used by investors to revise their inefficient portfolios
to get efficient ones. This important property does not hold for the traditional DEA models, see [3] for a
deep discussion. A convergence of the traditional DEA efficient frontier to the diversification-consistent
one was investigated by [12].

Diversification-consistent models were investigated by several papers. In [6, 7, 10], the author focused
on mean-variance and mean-variance-skewness efficiency. Positive parts of coherent risk measures were
employed by [11] as the inputs. In [1], the author avoided cutting the risk measures by using general
deviation measures, which are positive for all nondegenerated random variables. Paper [3] returned to the
coherent risk measures and proposed DEA models based on directional distance measures which enable
to use inputs which can take positive and negative values. Under particular choices of the inputs and
output, it can be even shown that DEA-risk models are equivalent to stochastic dominance efficiency
tests, see [4, 5].

In this paper, we focus on mean-risk efficiency of investment opportunities, in particular we use Value
at Risk (VaR) to quantify the risk. VaR does not belong to any of the above mentioned classes of
risk functionals, thus we cannot rely on their properties, e.g., on subadditivity and monotonicity, and
propertied of the DEA-VaR model have to be investigated carefully. Moreover, we consider the set of
investment opportunities with short sales allowed under margin requirements. We formulate a general
DEA model and then propose its reformulation under finite discrete distribution, which is then used in
the empirical part. We investigate efficiency of 48 US stock representative portfolios. We propose their
ranking under various choices of the margin parameters and also report several dominating portfolios.

The paper is organized as follows. Section 2 contains basic notation and definitions. DEA-risk model
with value at risk inputs is formulated in Section 3. Efficiency of US stock representative portfolios is
investigated in Section 4. Section 5 concludes the paper.

1Charles University in Prague
Faculty of Mathematics and Physics
Department of Probability and Mathematical Statistics
Sokolovska 83, Prague 186 75, Czech Republic
tel.: +420 221 913 404, fax: +420 222 323 316, branda@karlin.mff.cuni.cz
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2 Preliminaries and notation

Let R be a random variable representing the rate of return. For arbitrary « € (0, 1), Value at Risk (VaR)
can be defined as the optimal solution of the following chance-constrained problem

VaR,(R) =min{{: P(—R < &) > a},
ie. the random loss is lower than VaR, with high probability «, cf. [14]. Note that value at risk
represents a-quantile of random variable —R.

We consider the following set of attainable investment opportunities based on n investment opportu-
nities with random rates of return R;:

n n n n n
R:{ZRiIiﬁL(lex;,)r: 1fzmi+'yzz:r2621f, 1)
= i=1 im1 i=1

i=1

T =a) —ay, szO,m;EO,i:l,...,n}, (2)

where 8 > 1 denotes the margin requirement level on short position for risky assets and 0 < v < 1 the
nonnegative discount rate for the long position of the owned risky assets. If 7 is equal to zero, then only
cash can be used for margins. Moreover, the not-invested cash can be deposit for rate r and the cash
invested over budget has to be borrowed for the same rate. Analogous constraints were considered by [9]
in their mean-variance DEA-risk model.

Under the finite discrete distribution of R € R with S realizations rs and probabilities ps > 0, we
can obtain the value at risk on the level a as the optimal value of the following mixed-integer linear
programming problem

VaRy(R) = min&

&ys
s.t. ®3)
s
dorws >«
s=1
—rs—& < M(@1-ys), s=1,...,8,

ve € {01} s=1....5,

where M > 0 is a sufficiently large constant. Similar reformulation is then used in the following Section.

3 A DEA-risk model with value at risk inputs

Let Ry € R be our benchmark that is compared with all R € R based on the values of considered VaRs
on levels ay,...,ax and expected return. The following program projects the benchmark investment
opportunity to the weak Pareto-Koopmans efficient frontier in directions e, dj:
6PC(Ry) = max 6
0,z;

s.t. (4)

E|Y R +<172xi>r > E[Ro] +0-e(Ro),
i=1 i=1
n n
VaRa, (ZR,m,+ (yZm)r) < VaRa,(Ro) —0-de(Ro), k=1,..., K,
i=1 i=1
1= wi+yY af > BY a,
i=1 i=1 i=1
.rff.r-’ = zF z; > 0.

i
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We sat that the benchmark Ry is efficient if the optimal value is equal to zero, i.e. the corresponding
mean-VaR image lies on the efficient frontier in the multivariate mean-VaR space. Based on suggestion
of [3], we employ the following nonnegative directions

eo(Ro) = maxE[R] —E[Ro],
di(Ry) = VaRg, (Ro)— glel% VaR,, (R).

Under finite discrete distribution, these directions can be evaluated using similar reformulation as for the
whole DEA model.

Let the distribution of random returns be finite discrete with realizations 7, s = 1,...,5 and
corresponding probabilities p;, > 0, Zle ps = 1. Then, problem (4) can be formulated and solved as a
(large) mixed-integer linear programming problem

O(Ro) = max 6 (5)

ks TiYk,s

s.t.

S n n
Zps Zn,swi + (1 - ZM) r
s=1 i=1 i=1
S
Zpsyk,s
s=1

=Y rm— (1- iz)r —VaRS (Ro) +0 - dJ (Ry)

v
&
@
=
&
+
=)
o
e
g

(6)

v
)
ol
Il
l—'
=

(7

IA
<
=

[

«

=

5

b

n n n
lfzm,,-Jerm;r > 6Zz;, 9)
i=1 i=1 i=1
af —a7 = (10)
yrs € {0,1}

where M > 0 is a sufficiently large constant. Moreover, ES, V(LRZ,C, &5, Jf are computed using the
discrete distribution and before solving the problem. Now, let us describe the constraints:

(6) ensures that expected return of portfolio is higher or equal to the expected return of benchmark
and measures possible improvement (increase),

(7) models value at risk on level ay, using binary variables yy ¢

8) identified if random loss is lower than VaRS (Ro) — 0 - dS(Ro ; if not, than the corresponding
g k
Yk,s =0,

(9) short positions have to be covered by available cash and discounted assets in long position,

(10

split the portfolio weights into positive and negative parts.

4 Numerical study

In this section, we investigate efficiency of 48 US industry representative portfolios observed monthly from
July 2004 to June 2014, i.e. we consider S = 120 observations of random returns. The industry portfolios
are based on four-digit SIC codes and are listed in freely available Kenneth French library!. We used the
observations as realizations of a discrete distribution of returns r;5, s = 1,...,.S and set the probabilities
to ps = 1/120. We consider K = 4 VaRs on the most commonly used levels ay, € {0.75,0.9,0.95,0.99}.
We use r = 2% p.y. as a rate of return of the riskless asset. The resulting diversification-consistent DEA
models were solved using solver CPlex connected to the modelling system GAMS.

Thttp://mba.tuck.dartmouth.edu/pages/faculty /ken.french
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We consider four different combinations of the parameters § € {1,1.5} and v € {0,0.2}. The results
can be found in Table 1. We can observe that the rankings are very similar for all considered values
of the parameters. Portfolio Smoke has the highest ranking for models where cash as well as assets in
long positions can be used to cover the short positions, whenever portfolio Guns is ranked as first in the
models where only cash can be used. However, only portfolio Guns lies on the efficient frontier under
v = 0. In Table 2, we report the portfolio weights which correspond to the investment opportunities
which dominate Smoke under various choices of the parameters and — according to the theory — are
efficient. Note that only nonzero weights are reported.

¥ B Agric Food Soda Beer Smoke Toys Fun Books

0 11062(19) 0.55(5) 0.62(17) 0.55 (6) 0.39 (2) 0.69 (36) 0.69 (34) 0.75 (45)
0.2 1061 (22) 0.54(4) 0.61(18) 0.55 (6) 0.45 (1)  0.67 (34) 0.68 (36) 0.72 (45)

0 1.5 045 (15) 041 (5) 048 (19) 0.43 (7) 0.11 (2)  0.59 (35) 0.56 (32) 0.66 (45)
0.2 1.5 |045(15) 0.39(5) 0.47(21) 0.41 (6) 0.23 (1) 0.55 (35) 0.54 (33) 0.62 (45)

Hshld Clths Hilth MedEq Drugs Chems Rubbr Txtls
0 11]0.63(22) 0.6 (11) 0.66(27) 0.67 (29) 0.57(7) 0.61 (14) 0.63 (24)
0.2 1| 0.61(19) 0.59 (10) 0.64 (25) 0.65 (27)  0.56 (7) 0.6 (15)  0.62 (23)
0 1.5 0.53(28) 0.43(10) 0.54 (30) 0.57 (34) 0.43 (12) 0.43 (11) 0.49 (24) 0.52 (26
0.2 1.5 | 049 (25) 0.43(10) 0.52(29) 0.54 (32) 0.42(7) 045 (14) 0.48 (24)
BldMt Cnstr Steel FabPr Mach ElcEq Autos Aero

0 1]069(33) 0.73(41) 074 (44) 0.65 (25) 0.63 (23) 0.67 (31) 0.71 (38) 0.6 (12)
0.2 1]067(32) 0.7(41) 0.72(44) 0.64 (26) 0.63 (24) 0.66 (31) 0.69 (38) 0.59 (11)
0 1.5|055(31) 0.62(41) 0.63(42) 05 (25) 048 (20) 0.53 (27) 0.59 (36) 0.45 (14)
0.2 15053 (31) 059 (41) 061 (43) 049 (26) 047 (22) 0.52 (27) 0.56 (36)  0.45 (12)

Ships Guns Gold Mines Coal Oil Util Telem

0o 1] o(1) 0.53 (4)  0.77 (47) 0.65 (26) 0.77 (48) 0.59 (9) 0.58 (8) 0.6 (10)
02 1| 048(2) 054(5) 0.75(47) 0.65(28) 0.76 (48) 0.6 (12) 057 (8)  0.58 (9)
0 15| 0(1) 0.34 (4)  0.68 (48) 0.43 (8) 0.66 (46) 0.41 (6)  0.43 (9) 0.46 (17)
0.2 15| 023(2) 0.36(4) 0.64(47) 048 (23) 0.65 (48) 0.42 (8) 043 (9) 0.45 (11)

PerSv BusSv Comps Chips LabEq Paper Boxes Trans

0 1]073(42) 062 (21) 067 (28) 0.71 (37) 0.62(20) 0.67 (30) 0.61 (13) 0.62 (16)
0.2 1]0.71(42) 0.61(20) 0.65(30) 0.68 (37) 0.61 (21) 0.65(29) 0.6 (14) 0.61 (17)
0 1.5|0.63(43) 048 (22) 0.53(29) 0.61(39) 0.6 (18) 0.56 (33) 0.44 (13) 0.46 (16)
0.2 15| 06(42) 047 (20) 052 (28) 0.57(39) 0.46 (17) 0.53 (30) 0.45 (13) 0.45 (16)

Whlsl Rtail Meals Banks Insur RIEst Fin Other

0 1]062(18) 0.62(15) 048 (3) 0.76 (46) 0.69 (35) 0.72 (40) 0.71 (39) 0.74 (43)
02 1|061(16) 06(13) 0.5(3) 0.73 (46) 0.67 (33) 0.7 (40) 0.69 (39) 0.71 (43)
0 15048 (21) 049 (23) 028(3) 0.68(47) 0.6(38) 0.61 (40) 0.59 (37) 0.65 (44)
0.2 1.5 | 047 (19) 046 (18) 0.31(3) 0.64 (46) 0.57 (38) 0.58 (40) 0.56 (37) 0.62 (44)

Table 1 Efficiency scores and rankings (in brackets)

5 Conclusions

In this paper, we have proposed a new DEA-risk model with value at risk inputs and short sales allowed
under margin requirements. We have shown that under finite discrete distribution of the rates of return,
the model can be solved as a large mixed-integer linear programming problem. The numerical results
have shown that the ranking of the investment opportunities is not influenced significantly under various
choices of the margin parameters. We have also reported several dominating portfolios. Future research
will be devoted to stability and robustness of the proposed model. An important question is also the
proper choice of the number of inputs and outputs, cf. [15].
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5 0 0.2 0 0.2
8 1 1 15 L5
Smoke | 0.344 0.374 0.680  0.819
Books | -0.532  -0.438 -0.090 -0.146
Clths | 0.000  0.029
Txtls | 0.008  0.093

Steel -0.008 -0.021
FabPr 0.042
Ships | 0.623  0.712  0.269  0.267
Gold -0.030
Mines | 0.025
Coal | -0.019 -0.166 -0.001
PerSv -0.085
Banks -0.225 -0.011 -0.064
Other | -0.195

Riskless | 0.746  0.672  0.152  0.177

Table 2 Weights of portfolios dominating to Smoke
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Security risk factors: ANP model for risk managemen deci-
sion making

Helena BroZzov§ Jan Rydvd] Libor Sug,Moufida Sadok
Peter Bedndr

Abstract. Information is a valuable asset supporting managérdecisions and
business operations within the enterprise. Consglyeecuring the company criti-
cal information assets from sophisticated insidieedts and outsider attacks is es-
sential to ensure business continuity and compdianith regulatory frameworks.
Security risk management is the process that ifilesithreats and vulnerabilities of
an enterprise information system, evaluates thelitikod of their occurrence and
estimates their potential business impact. It é®@tinuous process that allows cost
effectiveness of implemented security controls pralides a dynamic set of tools
to monitor the security level of the informationssgm. Given the uncertainty and
complexity of security risks analyses, the ideaéfion of risk factors as well as the
estimation of their business impact require tools&ssessment of risk with multi-
value scales according to different stakeholdeoshtpof view. Therefore, the pur-
pose of this paper is to model risk factors usiexgantic network to develop the de-
cision network and the Analytical Network Procesd\P) to evaluate factors of
complex problems taking into consideration quatitiégaand qualitative data. As a
decision support technique ANP also measures thergdkncy among risk factors
related to the elicitation of individual judgement.

Keywords: Information security, Risk factors, Semantic netkgorAnalytical net-
work process, Multi-criteria decision making.

JEL Classification: C44 Operations Research  Statistical Decision fijheo
AMS Classification: 90B50 Management decision making, including mudtipbjectives
90B90 Case-oriented studies

1 Introduction

This paper seeks to explore the potential relevaftiee ANP use in information systems securitys(l8ontext
to support the exploration of individual understagdof security risks leading to richer elaboratmfiproblem
spaces. In fact, the objectives of ISS processaatelp to identify new threats and vulnerabilifigs estimate
their business impact and to provide a dynamio&éols to control the security level of the infuation sys-
tem. The identification of a number of risk factoesjuires a classification according to their sityemd impact
on the information system activity. However, thiassification should pay attention to the influeméeontex-
tual variables such as the exploration of multipespectives of contextual understanding of secuisk fac-
tors. The involvement of organizational stakehadderassess security risks with multi-value scalesld result
in a better understanding of the role and appbeatf security functions in situated practices andachieve-
ment of contextually relevant risk analysis [1]3[1Consequently, we argue in this paper that th®>Aould
potentially provide an approach to evaluate seguisk factors taking into consideration quantitatand quali-
tative data. As a decision support technique th@ Alléo measures the dependency among risk faetatsd to
the elicitation of individual judgement. A casedyus used to illustrate this concept.

The remainder of this paper is organized as folldwshe section 2, a short review of ANP and setfnan
network concepts found in literature are providedSection 3 a case study is given to illustratuke of ANP
and semantic network techniques. The empiricalifigsl of the case study are also discussed in disos and
in the section 4. Finally, concluding remarks arespnted in section 5.

1Dept. of Systems Engineering, Faculty of AgricudfuEconomics and Management, Czech University & Li
Sciences, Prague.

?Dept. of Systems Engineering, Faculty of AgricudfuEconomics and Management, Czech University &f Li
Sciences and Dept. of Security, Czech Universitlifef Sciences, Prague.

SHigher Institute of Technological Studies in Comigation in Tunis, Tunisia and School of Computikipi-
versity of Portsmouth, UK

4School of Computing, University of Portsmouth, Uiid Dept. of Informatics, Lund University, Sweden
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2 Materials and Methods

The ANP is a multiple criteria decision method lthea the network representation of a decision mblivhich
considers the dependence across elements and tévaldecision problem [11], [12]. The crucial stefpthe
ANP is the pairwise comparison of all pairs of etens related to the same element from higher levdiffer-

ent cluster from decision network. This judgemead to be consistent, in case it is not we use simgé show-
ing how to improve judgement consistency. The stffise ANP method for this study are as follows:

1. The first step — the semantic network describirgelements of the ISS decision problem and itsioeis is
constructed.

2. The second step - the network is created baseleosetmantic network to describe inner dependenitenwi
a set (clusters) of decision elements, and outeenidence among different sets (clusters) of thesidecel-
ements.

3. The third step - the pairwise comparisons of tleeneints within and across the clusters are madecdimne
sistency of these comparisons is also checked.

4. The fourth step - if the comparison is not consistéhe decision maker will see how to change aljdsa
the comparison [4].

5. The fifth step - the normalized supermatrix witk freferences derived from the previous pairwisepai-
sons is calculated.

6. The sixth step - the limiting supermatrix is comgzliusing program SuperDecision [18] and globalgrref
ences of decision elements are obtained [11] .

The semantic network of the decision problem candesl as started point for creation of the ANP sleni
network. The basic advantage of the semantic né&tigathat it contains information similarly as infeation is
stored in human memory, and it is machine-undedstale. This means that it can be machine-processid.
possible to analyse facts and information incluihethe semantic network and to acquire new knowdealgout
represented facts [17], [19].

Such semantic network illustrates different powitsiew as well as the relationships between difierele-
vant elements within a decision context. In effsetmantic networks were originally used to exprasanings
of various expressions in natural language. Acegrdd Sowa [16] semantic networks are used nanetalse
of their ability to easily provide usable systenrépresent information and to focus mainly on thgaaization
of a large number of information sources. They algpport the description of complex processes dfedt a
tool to represent the understanding of a probleacep

Semantic (associative) network is defined as actiitkgraph consisting of nodes and edges [16]. dloefe
resent items of described problem and edges cdngebese nodes represent relationships betwese ftems.
Fundamental types of these relations are as follows
* IS-AN-INSTANCE-OF (IIO) relationship is used to e®gs the fact that a particular object (for inseaota

particular class) belongs to the specified class.

» IS-A-KIND-OF (IKO) relationship can express thatlass is a subclass of another class.
¢ IS-A-PART-OF (IPO) relationship serves to exprdes & certain class of objects is composed of quarts.

Pairwise comparison of items of the created decisietwork is then made by IT expert. This judgenient
filled in special form in MS Excelliable 1) which helps through the entire process.

A - most important Equally B - most important
A 9 7 5 3 1 3 5 7 9 B
Poor password practices X Poor reporting procedures
Poor password practices X RAT installed
Poor reporting procedures X RAT installed

Table 1 MS Excel form for pairwise comparisons

After the user files this table the consistencyeids computed. If the comparisons are not consiste au-
tomatic calculation shows suitable third value atle individual preference. These ideal values eawesas a
guideline for adjusting the initial evaluatiohable 2).

Weights
Poor reporting procedures | 1.000 | 9.000 | 0.333 | 0.324 -2.206 9.000  0.333 Lambda 3.2056 Consistency index
RAT installed 0.111 | 1.000 | 0.143 | 0.056 0.111 -2206  0.143 Determinant -6E-05 0.10
RAT installed 3.000 | 7.000 | 1.000 0.62 3.000 7.000 -2.206
Ideal values 1
1.167 0.643
0.019

Table 2Ideal values for pairwise comparisons

(6]
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3 Case Study — ISS management

In the particular context of ISS it is necessargdastruct different scenarios of security riskteaing different
points of view. The comparison and integration efwsity risk factors within a semantic network poevan
overview of the relative importance and impact giaaticular security factor. This leads to identihe most
important security risk factors and to assess tingiract on the efficiency and effectiveness of @fiorimation
system. Consequently, appropriate mitigation denisito cope with and reduce security risks coufitiently

be made.

In this section we describe three diagrams as pexiby three stakeholders (end user, network adtrani
tor, security expert) respectively following a segubreach. These diagrams contain the most irapontisk
security factors and their relations.

The view of security expert about possible secuittly factors explaining the data breach is captime~ig-
ure 1. The view of the network administrator abpassible security risk factors explaining the dateach is
captured in Figure 2. The end user’s view abousiptes security risk factors explaining the datadoteis cap-

tured in Figure 3.

Inadequafe
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management

Poor
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security policies

Poor e-mail
security
controls

Data
breach

BYOD
paradigm

Unverified
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Do Inadequate S No mandatory
breach O access encryption
reac control N policy

~| Poor definition
of permissions

Lack of user ~
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Figure 2View of the network administrator
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Figure 3View of the end user
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3.1 Semantic Network of Security Risk Factors

Semantic network can display individual elemenfugncing issues of data breach. It provides u# wifor-

mation about relationships in the network betwewtividual factors of the ISS and how they can iefice the
threatened data. However, it does not give us tietifative information about the importance ofséhdactors
and how much they influence the data breach; homéwan be used as started point for creatiorhefANP
decision network.
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Figure 4 Semantic Network of Data Breach Factors

The figure above shows that the issue of data hreansists of three main instances correspondirtgeo
views of individual stakeholder®oor understanding of security policig=ailure to track or adapt to techno-
logical changesPoor fit of technology to business needs

Each of these three major instances ofDia¢a Breachincorporates various elements expressing different
possibilities of the instances formation. Thesemelets could be broken down into a different amafnsub
elements expressing the component parts of theeglerasponsible for particular instance of Erea Breach

Some elements, respectively sub-elements can pldgpte roles within the semantic network, whiclear
caused by a different point of view from which #lement is observed. The role of the element andfftlia-
tion to the class of elements or sub-elementssiglalyed in the Figure 4 using evaluated connedt&iween the
elements (110, IKO or IPO).

For example, the elemeRbor e-mail security controlplays two kinds of roles. At first it is a kind of-
stance of itenPoor understanding of security policiésriented connection IKO) and at second it is & (sub-
element) of the eleme®AT installedconnection IPQ)

3.2 ANP Evaluation of Security Risk Factors

Semantic networkHigure 4) is used as a decision network for the ANP metfAde: importance of each factor
is made using Saaty pairwise comparison of allofsctelated to the factor or cluster on the higeeel. This
evaluation is made by an IT expert. The consisterithiese judgements was checked. If the compavigsnot
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consistent, IT expert got a feedback and an adwic@ow to adjust the comparison. After this proosesre-
ceived the consistent Saaty matrices and the AN&ehwas calculated by SuperDecision software.

More important area in ISS management accordirtheaesults is?oor understanding of security policies
(Table 3). Our analysis shows that thoor risk managementhe Privilege escalationthe Poor detection
mechanismand thePoor monitoringare the most important factors explaining the ibs®ata breach These
results are coherent with previous studies as nodirtge existing risk analysis models and framewddaus
mainly on the technical modules related to the bgraent of security mitigation and prevention amdndt pay
much attention to the influence of contextual Valea affecting the reliability of the provided siduns [14],
[15].

1 Poor understanding of security policies
1.1 Inadequate asset management

2 Failurgo track or adapt to technological changes
2.1 BYOD paradigm

1.1.1 Unreliable software 0.005 2.1.1 Large number of users ‘levels 0.022
1.1.2 Poor risk management 0.375 2.1.2 Spyware on device 0.004
1.2 Poor e-mail security controls 2.1.3 Unverified software 0.005
1.2.1 Poor prevention mechanisms 0.038 2.2 Inadequate access control
1.2.2 Poor detection mechanisms ~ 0.121 2.2.1 Firewall shortfalls 0.015
1.3 Poor incident response procedures 2.2.2 No mandatory encryption policy 0.015
1.3.1 Poor monitoring 0.121 2.2.3 Poor definition of permissions 0.015
1.3.2 Privilege escalation 0.174 2.3 Lack of user awareness

2.3.1 Inadequate user training 0.019
3 Poor fit of technology to business needs 2.3.2 Lack of knowledge of technology 0.002

3.1 Poor password practices

3.1.1 Lack of password management 0.031
3.1.2 Disclosure, modification of data  0.007
3.2 RAT installed

3.2.1 Malware protection failure 0.031
3.3 Poor reporting procedures

3.3.1 Lack of staff 0.001
3.3.2 Pressure for productivity 0.001

Table 3Importance of security risk factors related tcadateach

4 Discussion

Methods or approach of risk assessment of theaS®rs can be divided into i) deterministic methdg prob-
ability methods, iii) methods using analogies amyl multi-criteria evaluation methods [5]. From thest-
mentioned approach Delphi method is often usedttfer multi-criteria evaluation of risk [2], [7]. Th&NP
method used in this paper for the evaluation ofiiygortance of defined indicators (elements) ise@nhmonly
used in the Czech Republic as stated Prochazkdwtf®ugh the potential of the ANP in the riskessment is
considerable. Both the Delphi method the ANP metlseithe group of experts, and the reliabilityhef éxperts
is a critical factor of the quality of risk assessthand evaluation. Prochazkova [6] states théthiéity of ex-

perts assessment can be expressed-as — 2 wherer is the confidence level andis the number of experts.

n
The confidence level can reach values from thevatd0.5, 1.0), the more experts are included xtealuation
process the final assessment is more relevant.

In our approach the decision network of risk agsess is based on semantic network. However, areeasi
way to capture the interdependence of the elentdmisk analysis is used in mind map by Buzan andd® [3].
They state that the mind map is a graphic layotexif (accompanied by pictures) showing the corioest This
approach (resembling the structure of decisiorsjreégraphical representations of mind processegystruc-
tured texts supplemented by pictures does not wattkoriented connections and nodes; however atobn-
nections and nodes can be used in the semantioretavexpress the relationships of seemingly ateel ideas
and information and therefore the importance ofnelets of semantic network can be calculated.

Oriented connections and nodes in form of diregieghhs can be used to determine the value of usikg
Bayesian networks [5] which are based on the metifodonditional probability. Oriented connectionsda
nodes in the ANP decision network are used in naggision problems which consider the dependenagsscr
elements and levels of decision problem, for instafior assessment of the importance of individiethents of
the consumer's behaviour or of the framing eff8§t[P], [10].

5 Conclusion

The ANP is used for evaluation of the ISS risk dastin the process that identifies threats andenalnilities of
an enterprise information system, evaluates tteditigod of their occurrence and estimates theiempti! busi-
ness impact. This approach is going through devsgomultiple contextual understandings of inforroatisys-
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tem security risks using semantic network technigb&h is used by stakeholders in a dialogue ferdiscov-
ery and description of relationships between tliferdint problem elements as understood by eaclelstédter,
creation of the decision network and evaluatiomndfvidual relations. The automatic control of fuelgement
consistency is incorporated into the calculatiohe Rim of this process is to classify the imporéaatsecurity
risk factors and to implement effective securityitols and procedures. Future research aiming fteatalata
related to the risk analysis for various typesrdgbimation technologies projects would help in gainbetter
adjustment and estimation of security risk factors.
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Economizing logistic costs of the manufacturing system
using mathematical modeling to aid decision-making
Robert Bucki', Bronislav Chramcov?

Abstract. The paper highlights the problem of mathematical modelling of manufac-
turing processes taking place in the highly sophisticated logistic system. Its real state
is represented by a manufacturing hall equipped with robotic centers which carry out
pre-programmed operations. The charge material is supplied in the form of liquid
aluminum and stored in base tanks which are supplied in time by an outsourcing
company. Charge material is transported from the base tanks to robotic centers by
trolleys with built-in tanks. Ready products (e.g. engine blocks) are moved to the
storing area located next to the adequate centre. Customers’ orders are to be made at
optimized costs in time. Therefore, the main criterion remains to minimize produc-
tion costs within the existing manufacturing and technological constraints. The main
goal of mathematical modeling is to support decision making as the course of pro-
duction cannot be alternated once it is set. The system is controlled by heuristic al-
gorithms.

Keywords: manufacturing system optimization, heuristic algorithms, modeling and
simulation.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Modeling complex logistic systems is an important issue in contemporary manufacturing environment [1]. Such
systems require implementing discrete programming methods [2] as well as considering decision making while
modeling and controlling complex manufacturing systems [3]. This all leads to optimization of such systems
[4,6]. Moreover, lean manufacturing lets us minimize manufacturing costs [5,7]. The automotive industry has
recorded continuous growth in recent years. This trend is set to continue: new markets and technologies are
opening up completely new perspectives. However, this growth places high demands on the productivity of both
existing and newly planned production lines and facilities. Robots have been present in the automotive industry
for the last three decades which means that the cost-intensive models of the past have meanwhile made way for
versatile and reliable high-tech robots which can be employed almost universally. They can be integrated flexi-
bly and virtually without risk into almost any work process. At the same time, they create the ideal conditions for
future production expansions or changeovers. Robots manage short-term increase in productivity or secure the
future long term manufacturing activity [8].

The paper focuses on implementing robotic centers designed to make orders consisting of various types of
engine blocks ordered by various clients. As the engine block is the main housing of the engine it has to include
a certain number of requirements such as the wear resistance, long lasting, maintenance, and withstand the pres-
sure created when combustion takes place. Based on the above features the most widely used material are cast
iron and aluminum alloys to manufacture the cylinder block. Cast iron alloys are used because they contain good
mechanical properties, low cost, and availability compared with other metals. But certain aluminum alloys con-
tain most of the characteristics of cast iron but with low weight. And also, an aluminum alloy casted engine
block gives a good surface finish and high machinability compared with cast iron alloys. Aluminum alloys main
feature for its popularity is its low weight reducing the weight of the engine as well as the whole vehicle. But the
main disadvantage is their cost compared with grey cast iron. Aluminum alloy has a good machinability proper-
ties compared with grey cast iron. Moreover, aluminum is used to form the major parts of the engine. Another
benefit resulting from implementing aluminum in car manufacturing is its noise reduction possibility. The more
aluminum is used in the production of a vehicle, the less the weight of the vehicle is and the less fuel it con-
sumes, thereby reducing the amount of harmful emissions into the atmosphere.
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2 Tomas Bata University in Zlin, Faculty of Applied Informatics, Nad Stranémi 4511, 760 05 Zlin, The Czech
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2 The analysis of the assumed manufacturing system

To control the manufacturing process certain data is required and must be precisely defined. First of all, the
whole system is subject to thorough analysis. The manufacturing system consists of robotic centers and the melt-
ing stove for liquid aluminum. Each robotic centre is equipped with a dedicated heating stove (robotic centre
tank), a casting machine, a saw, a cooling tunnel and transit store for cast iron sleeves. Robotic centers can pro-
duce various products, which means their times of manufacturing cycles differ and there are different demands
for aluminum. Aluminum bars are melted in the melting stove however; liquid aluminum can also be delivered
in some solutions of manufacturing systems (it is brought in special tanks just in time by trucks). The melting
stove has to have the minimum required steady level of liquid aluminum. If there is need for it, another melting
stove is activated in the manufacturing system. A trolley with a tank transports liquid aluminum along deter-
mined routes. There can be more trolley tanks if necessary. After emptying the tank it returns back to the tank
filling station where it is filled with liquid aluminum and degassed before it is back on the route. All trolley tanks
must undergo the process of degassing at the station. The tank filling station receives signals from all robotic
centers about the state of aluminum in their own heating stoves. The state of these stoves is defined and they
must be emptied throughout the manufacturing process. Liquid aluminum is poured into tanks from the melting
stove within 3 minutes if the full stove contains 22000 kg of liquid aluminum. The tanks contain 1000 kg of
liquid aluminum each. If the stove contains 10000 kg of liquid aluminum, the pouring operation takes up to 6
minutes. This leads to the conclusion that the coefficient of pouring time should be taken into account. The tank
filling process takes place at the tank filling station and is subsequently transported to the tank degassing station
which takes 1,5 minutes. The degassing process takes approximately 6 minutes. After this operation tanks of
aluminum are transported to the robotic centers by a forklift. The forklift with a tank of liquid aluminum covers
different distances to the robotic centers in the determined time. Moreover, an additional time is needed to
transport the tank to the melting stove from the last robotic centre. The transport route is one way only because
of safety regulations and as the width of the route enables only this kind of solution. Too long a time taken for
the transport operation could lead to freezing aluminum after 30 minutes and subsequent losses and extra tank
regeneration costs. After 35-40 cycles of filling a tank, a need for cleaning arises. It is performed at the tank
cleaning station within the time of 30 minutes. After 230 cycles of filling the tank, it is regenerated within 2
days. This operation is carried out by a specialist company.

Each robotic centre is equipped with its heating stove (robotic centre tank) of a maximum capacity of 3000
kg which keeps the temperature within the given tolerance range. The minimum level of liquid aluminum in the
heating stove is 2000 kg. Filling the heating stove with 1000 kg of aluminum from the tank lasts 60s. The casting
machine in a robotic centre is equipped with the injection system with a portal which takes metal from the heat-
ing stove by a ceramic tank and delivers it to the injection chamber and moreover, four cast iron sleeves are in-
serted by the robot. If the amount of metal in the heating stove is too small, the tank takes too little aluminum
and this does not meet the proper product requirements. After placing sleeves from the transit store for cast iron
sleeves into the special form, it is closed and filled with liquid metal. In this way, an injection dose of aluminum
is ready and after casting solidification in the form, the casting machine is opened and the robot takes the ready
cast (an engine block) out of the form. A ready product leaves the form every 100 seconds. Then the robot takes
the cast on the saw station where the gating system weighing 4 kg is cut during 30 seconds and flashes are re-
moved. Then the cast is taken to the cooling tunnel where there are 9 casts. Subsequently, the operator takes the
cast out of the cooling tunnel and controls it visually during 90 seconds and deposits into the container for fin-
ished products which can contain 56 products.

The ready containers are stored in front of the thermal stove where the heat treatment process takes place.
The stove houses 18 containers. If the stove is empty the process lasts approximately 4 hours however; if the
stove is full, the baskets with casts leave it every 1080 seconds. The baskets are stored in the storing field before
the finishing line. There is a place for one basket in front of the finishing line. Engine blocks are put separately
on the input transport roller conveyor and they are subject to operations in the press stations, two times in the
buffing spindle and in the shot blasting machine which takes 23s. The output transport roller conveyor delivers
them to the lines of visual inspection where they are packed and distributed. The press station removes remains
of casting. A cast is put on the press by the input portal and taken out of it by the first robot in the finishing line
which puts the cast further on the buffing spindle station. Two buffing spindle stations are in fact a spindle with
an end milling cutter used to remove burrs which cannot be removed at the press station. There is an intermedi-
ate table between two buffing spindle stations whose goal is to transport the cast to the subsequent operation.
Throughout the milling operation cycle the second robot holds a cast while burrs are removed. The shot blasting
machine is responsible for blast cleaning in order to achieve adequate roughness of the surface structure as well
as the required quality. The third robot puts casts on 20 adequate hooks which are placed in a line and moved
through the shot blasting machine. The same robot pulls casts, pours shot out of the cast and employs the output
transport roller conveyor.
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The trolley tanks need a determined timescale of delivering metal to ensure continuity of the manufacturing
process. The number of melting stoves and transport tanks is determined however, it should result from the order
to be made and a standstill time or replacement times of machines. There is also no need to deliver liquid metal
to centers which are characterized by a minimum level of liquid aluminum.

The mathematical model is to form the basis for the subsequent simulation process imitating delivering liquid
aluminum to robotic centers in order not to stop the whole manufacturing activity at the smallest number of tanks
(costs of tanks and their regeneration) and transport trolleys (costs of forklifts and their rent). Additionally,
showing the work time of trolleys is another vital issue which results in the need of estimating the number of
workers necessary for the company to employ in the shift.

3 The mathematical description of the system

3.1. Definition of the system

The manufacturing hall is equipped with robotic centers which carry out pre-programmed operations on charge
material. The charge material is delivered in the form of liquid aluminum and stored in base tanks. It is assumed
that base tanks are supplied in time from outside company sources. Charge material is transported from base
tanks to robotic centers by means of trolleys (forklifts) with built-in tanks. Ready products are moved to the stor-
ing place which is usually located next to the robotic centre. Customers’ orders are presented in the vector
Z= [zﬂ], where z, is the nth order. The state of orders is modified after each manufacturing decision according
to the form (1) where x,; is the number of the product of the nth order made at the kth stage. The stage &,
k=1,...,K is the moment of making the manufacturing decision.

M

{Z,, « —X,, if thereis a manufacturing decision,
nk =

Z, 54 otherwise.

Let the matrix G™™ represent the state of base tanks for liquid aluminum in the manufacturing hall and con-
tank

sequently variable g7 is the capacity of the /th base tank at the kth stage expressed in liters. This variable

tank

changes according to the form (2) where x,; represents the amount of the liquid aluminum removed from the
Ith base tank at the kth stage expressed in liters.

k| & —x if there is a manufacturing decision,
Lk T nk : (2
g otherwise.
tank(max)

It is possible to define the maximum capacity of base tanks by vector G**™ where the variable g;
represents the maximum capacity of the /th base tank expressed in litres. Consequently, base tanks are character-

ized by their minimum capacity. It is possible to define them by vector G**™ where the variable g™
represents the minimum capacity of the /th base tank expressed in litres.

If the equation in the form (3) is valid, then the /th base tank is performing its function in the manufacturing
process. Otherwise, the /th base tank is excluded from the manufacturing process.

(gumamm < gk < gk} gy el IV A VEe{l,2,.K) 3)

Customers’ orders are made in R robotic centers placed in the manufacturing hall. The matrix Q= [w,,.,v]

represents adjustment of robotic centers responsible for making customers’ orders where @, , represents adjust-

ment of the rth robotic center to the nth order. Moreover, @,, =1 if the nth order can be made in the rth robotic
center, @, =0 otherwise. Each rth robotic centre is supplied with liquid aluminum transported by the uth trolley.
It is possible to define by matrix 4= [aw] where «a,, represents the adjustment of the uth trolley to the rth
robotic center. Moreover, a,, =1 if the uth trolley is entitled to supply the rth robotic center, e,, =0 other-
wise. Let the matrix B = [ﬂ,‘u] represents the adjustment of trolleys equipped with tanks to the base tanks from
which molten aluminum is poured where S, represents the adjustment of the /th trolley to the uth base tank.

Moreover, f,, =1 if the uth trolley is entitled to be supplied by the /th base tank, £, , =0 otherwise.
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It is possible to specify the state of trolley tanks by means of the matrix G"™"¥ where the variable g""" rep-
resents the capacity of the uth tank at the kth stage expressed in liters and it is changed according to the form (4)

trolley

where x, 7 is the amount of the liquid aluminum removed from the uth trolley tank at the kth stage expressed

in liters.
oty | G — X! if there is a manufacturing decision, @
k= g .
! g otherwise.
The maximum capacity of trolley tanks can be defined by the vector G"™"*™ where variable g™"*™ rep-

resents the maximum capacity of the uth tank (in liters). Consequently, trolley tanks are characterized by their
minimum capacity and are defined by the vector G"™"*™ where the variable g represents the minimum
capacity of the uth tank (in liters).

trolley(min)
u

Similarly, the state of the rth robotic center tank can be specified in the matrix G“™™ where the variable

centre

g i represents the capacity of the rth robotic center tank (heating stove) at the kth stage expressed in liters.

centre

This variable changes according to the form (5) where x;7" is the amount of the liquid aluminum removed

from the rth tank of the robotic centre due to the manufacturing decision at the kth stage expressed in liters.

centre _
rk

®)

centre

g —x;3"  if there is a manufacturing decision,
ol otherwise.

(max)

The maximum capacity of robotic centre tanks is defined by the vector G*** where the variable

centre(max)
.

g represents the maximum capacity of the rth robotic centre tank (in liters). Consequently, the minimum

capacity of robotic centre tanks is defined by the vector G“"*“™ where the variable g

centre(min)
-

represents the
minimum capacity of the rth robotic centre tank (in liters).

3.2. Transport times

The filling times for trolley tanks can be defined in the matrix 7" where the time #™" represents the fill-

ing time of the uth trolley tank from the /th base tank. Similarly, the filling times for robotic centre tanks are

defined by the matrix 7°" where the time ¢, represents the filling time of the rth robotic centre tank from

the uth trolley tank along the certain route.
In case there is another transportation tank which is to carry out a transport duty, it is obliged to wait for the

tank occupying this route to free it. The awaiting place is determined by the place of the already completed oper-
ation. Transportation routes allow only one trolley tank to carry out transport operations.

The transport times of trolleys are defined also by the matrices. The transport times from base tanks to robot-
ic centers is defined by the matrix 7'(u)" where the time #(u);, represents the transport time of the load of alu-
minum from the /th base tank to the rth robotic centre tank by means of the uth trolley tank. Consequently, the

transport times from robotic centers to base tanks take the values according the matrix 7'(u)"**

where the time

t(u)"™** represents the transport time of the uth trolley tank from the rth robotic centre tank to the /th base tank.

3.3. Production times

The production times in robotic centers take the values according the matrix 7™ where the time ¢, repre-

sents the production time of the nth order in the rth robotic centre. The robot programming times in robotic cen-
ters are defined by the matrix 7™ where the time ™ is the robot programming time for the nth order in the rth

nr
robotic centre. A robot operating in the working centre is always allowed by the time which lets us collect a
product (casting) and this is the reason why there is no possibility for it not to collect the product. Then the ma-
trix 7™ meets the current needs of the manufacturing system.

The maintenance is scheduled for each robotic centre. The times of maintenance in robotic centers are de-
‘main
i

fined by the vector 7™" where the time #™" represents the maintenance time for the rth robotic centre. The
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sch
B

times for scheduling maintenance operations are assumed in the vector 7°" where the time " is the time of

scheduling maintenance operations for the rth robotic centre.

The temperature of liquid aluminum is maintained automatically in base tanks within defined values. The
temperature of liquid aluminum in trolley tanks is not maintained so time limits are specified for the time of
storing the charge material. The allowable storing times of charge material in trolley tanks can be defined by the

max
u

vector 7™ where the time ¢, represents the maximal time of storing the charge material in the uth trolley

tank according to its current state.

The scale is divided by each conventional unit for every trolley tank capacity. The trolley tank must be filled

trolley

from the base tank if the given amount in the uth trolley tank at the kth stage g, cannot be placed in the 7th
robotic centre within the given time. Then the dedicated trolley tank waits for the subsequent possibility to be

centre(min)
,

filled i.e. for the moment when the value g is reached.

3.4. Available capacity

According to the above, the available capacity of the base tanks, trolleys and robotic centre tanks can be calcu-
lated. The available capacity of /th base tank can be calculated according to the form (6). Consequently, the
available capacity of the uth trolley tank is obtained from the equation (7) and the available capacity of the rth
tank of the robotic centre can be calculated according to the equation (8).

pim = gl _ gtk jg oL k=12, . K 6)
p,:rilley :g’:mlley(max) _g:l;lley R u:L 2, . u k:]‘ 2’ - K’. (7)
plciume — gfcmre(max) 7g:f.:me =12 . R k=12, .., K; ®)

If the condition in the form (9) is valid then it is possible to fill the tank of the rth robotic centre. Otherwise,
the uth trolley tank must be filled.

cent trolley

e centre wolley __ trolley(min)
Prk 2 8uk VoD 28wk & )

4 Heuristic control algorithms

Control algorithms are responsible for determining the order to be manufactured and the trolley tank to be used
for transporting aluminum. This part of article presents the division of proposed heuristic algorithms to control
the discussed manufacturing process.

In order to carry out practical simulation procedures the most vital thing becomes the need for implementing
strategies on the basis of which the following heuristic algorithms are based:

1. The strategy with automatic adjustment - During making orders in casting centers there is a possibility to
adjust a machine to another product if the preceding order is fully made. The choice of this strategy enables
us to implement all machines for each of three product types.

2. The strategy without automatic adjustment - During making orders and after completing them in casting
centers there is no possibility to adjust a machine to another product. The choice of this strategy defines cer-
tain machines to adequate products.

The created simulation tool has been built on the basis of the specification assumptions included in this arti-
cle and implements the following practical algorithms:

o The heuristic of the minimum state of liquid aluminum in the heating stove - This heuristic chooses a centre
to be served with the given state of the aluminum level which should be safe for the manufacturing process.
The safe minimum state prevents manufacturing faulty products and reduces costs of failures which can re-
sult from avoiding this kind of action.

o The heuristic of the fixed state of aluminum in the heating stove - This heuristic chooses a centre to serve on
condition it meets criteria set by the user however; the minimum state of aluminum in the heating stove can-
not fall below 2500 kg.

o The heuristic of the furthest center - This heuristic chooses a machine whose delivery time is the longest.
While servicing centers, first of all, the minimum state of the heating stove and, only then, the delivery time
to the center is verified as well.
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o The heuristic of the nearest center - This heuristic chooses a machine whose delivery time is the shortest.
While servicing centers, first of all, the minimum state of the heating stove is verified and, only then, the de-
livery time to the center is verified as well.

e The random choice of centers - The casting centers are chosen at random on condition that the minimum
state of aluminum in the heating stove is kept.

e Random choice of heuristics - This course of action chooses casting centers by means of all heuristics at
random excluding the heuristic of the fixed state of aluminum in the heating stove on condition that the min-
imum state of aluminum in the heating stove is kept.

o The heuristic of the maximum order - First, this heuristic chooses centers characterized by the biggest order
without taking into account the minimum state of aluminum in the stove. As a result, manufacturing centers
with smaller orders wait for completing manufacturing bigger orders in other centers.

o The heuristic of the minimum order - First, this heuristic chooses centers characterized by the smallest order
without taking into account the minimum state of aluminum in the stove. As a result, manufacturing centers
with bigger orders wait for completing manufacturing smaller orders in other centers.

e Random choice of orders - Centers for manufacturing orders are chosen at random without taking into ac-
count the minimum state of aluminum in the stove.

5 Conclusions

The paper highlights the problem of mathematical modeling of manufacturing processes taking place in the high-
ly sophisticated logistic system. Its real state is represented by a manufacturing hall equipped with robotic cen-
ters which carry out pre-programmed operations. The charge material is supplied in the form of liquid aluminum
and stored in base tanks which are supplied in time by an outsourcing company. Charge material is transported
from the base tanks to robotic centers by trolleys with built-in tanks. Ready products (e.g. engine blocks) are
moved to the storing area located next to the adequate centre. Customers’ orders are to be made at optimized
costs in time. Therefore, the main criterion remains to minimize production costs within the existing manufactur-
ing and technological constraints. The main goal of mathematical modeling is to support decision making as the
course of production cannot be alternated once it is set. The real model is brought to the form of the synthetic
environment for which necessary specification assumptions are made. The system is controlled by heuristic algo-
rithms. Equations of state illustrate changes throughout the manufacturing process.
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Factors of Czech market share growth in European Union
Petra Cekmeova'

Abstract. As the Czech Republic is continuously improving its market position in
European Union, an interesting question arises. What are the forces behind its rai-
sing market share? This paper provides a decomposition of Czech market share
growth to competitiveness and structural effects with aim to quantify the contribu-
tion of individual effects to its increasing market share in European Union. We use
Constant Market Shares analysis, using both analytical and econometric approach.
The analysis is executed on 25 member states of European Union. Time series con-
sist of yearly observation on country-level imports from Czech Republic and Euro-
pean Union, from 1999 to 2014. We follow a model using T6rnqvist index systems
with symmetric weights. The results suggest that the Czech Republic’s increasing
portion in European Union’s imports can be attributed mainly to improvements in its
competitiveness and partially to geographical distribution of its exports. Commodity
composition of the exports has generally negative effect. These outcomes are veri-
fied by econometric version of the analysis applying weighted OLS with fixed ef-
fects.

Keywords: Constant Market Share Analysis, Czech Republic, Competitiveness.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Export performance of the country always attracts a lot of attention among economists and policy makers. Par-
ticularly, the country’s competitive position is often highlighted in political debates. If the country is able to
maintain or improve its market share in foreign markets, it will positively affect its export performance. And in
turn, improved export performance has positive impact on the nation’s economic prosperity, mainly in the case
of small open economies such as the Czech Republic.

Market share of the Czech Republic in the European Union follows rising trend. Even during the Global Fi-
nancial Crisis, its export performance has not been easing up. Its share in imports of 25 member states of the
European Union (EU25)? has increased by almost 2.5 percentage points over a period of 2000-2014. Notice that
only three member states enjoyed an increase in their market shares by more than 2 percentage points during this
period. As the Czech Republic is continuously improving its market position, an interesting question arises:
“What are the forces behind this continuous improvement of the Czech market share in the EU257”

Generally, a country can improve its position in foreign markets thanks to favourable structure of its export
flows as well as rising competitiveness. One of the popular methods of applied international economics, called
Constant Market Shares analysis (CMSA), is used to identify forces behind the country’s export growth. It iso-
lates an effect of pure competitiveness from structural factors. There exist a variety of models to conduct an
analytical version of CMSA, but even less studies dealing with an econometric version of this analysis. The main
idea of the decomposition is that the country which exports to markets with increasing share in world imports,
specialises to highly demanded commodity groups or enjoys high level of external competitiveness tends to have
rising market share. Moreover, we can investigate the sources of external competitiveness as the analysis pro-
vides detailed structural decomposition of individual effects. Despite this, there has not been any academic study
which would deal with the decomposition of the Czech export performance using CMSA until now.

The purpose of this paper is to find out the factors of increasing market share of the Czech Republic in the
European Union. The paper provides a decomposition of Czech market share growth to competitiveness and
structural effects with aim to quantify the contribution of individual effects to its increasing market share, apply-
ing both analytical and econometric version of CMSA.

The paper is organized as follows. After a short introduction, the second section introduces a methodology
applied in this study, including description of data used in the empirical analysis. The third section presents the

! Masaryk University, Department of Economics, Lipova 41a, Brno, Czech Republic, e-mail: 441117 @mail.muni.cz.
2 Bulgaria, Croatia and Romania were excluded from the analysis regarding their relatively short membership in EU and
availability of data required for the analysis.
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results of the CMSA carried out on the Czech Republic’s market share growth in EU25. The last section contains
concluding remarks summarizing the main results of our analysis.

2 Methodology and data

2.1 Analytical version of the Constant market shares analysis

Since a pioneering study of Tyszynski (1951) serious methodological debate has occurred over time”. Thus, there
is a variety of methods to conduct CMSA. In the analytical approach, we follow a model proposed by Milana
(1988) standing for its solution for an index problem. It is an adjusted version of that used by Fagerberg and
Sollie (1987). Applying index number theory, Milana came to conclusion that the use of superlative index num-
bers had to be preferred to Paasche or Laspayers indices. The weights used in decomposition are symmetric
based on the assumption that the export structure of the initial (final) year should not be dominant over the whole
period. The decomposition is executed by application of Tornqvist-type indexes, where elementary components
with higher proportional variations are aggregated by direct superlative indices and the rest of the components
are derived implicitly.

The model is as follows:

1 1
As = Z —[M5Y + ML )Ac,, M
n2

1 Oon_1
Lret-1 ¢t 1A -1 t
+Zgz[sm + bl s ota e + k)

+ZZAS l[—g;ll + Qom ]l[ct'1+cf]
0. 2.5 3|5 05 * Toogal 2l e

where

Mm=ZcScm[Qm],C = 2cQm o _ dem

SeQeml ™ T NeTmOem’ ™ T Qem

In the model, g, denotes Czech exports of the c-th commodity to the m-th market, Q. ,, denotes EU25 ex-
port of c-th commodity to m-th market, M,, denotes market share of the Czech Republic in m-th market, C,, de-
notes share of m-th market’s imports in total world import and s, denotes export share of Czech Republic in m-
th market’s imports of c-th commodity.

The scheme (1) allows us to decompose a change of the focus country’s market share to “market-
distribution” (first row), “commodity-composition” (second row) and “competitiveness” (third row) effect, re-
spectively. The interpretation of these effect is the following: the first component describes the growth in focus
country’s market share thanks to increasing shares of its exports markets in world import; the second measures a
contribution of increase in shares of given commodity group in each markets and the competitiveness effect,
reflects the pure performance of the focus country (market gains beside favourable structural patterns).

In comparison with the majority of the works concentrating on the export growth between initial and final
year, we present a model where all consecutive years of the given time period are analysed. Shorter the time
period analysed more accurate is the Tornqvist discrete time approximation (Milana, 1988). It is an additional
reason why we apply the model (1).

The empirical analysis is executed on 25 member states of the European Union, based on data from the Euro-
stat. The Czech Republic is selected as a focus country and the other members are treated as standard in the
analysis. The choice of standard follows from the export structure of Czech Republic which is highly focused on
European markets as well as its membership in this regional trading block. Time series consist of yearly observa-
tion on imports of individual member countries from Czech Republic and European Union from 1999 to 2014.
Only import flows entered to analysis to avoid inconsistency between aggregated import and export flows. In all,
7840 observations were analysed. The data had been collected for one-digit level of SITC (rev.3) comprising 10
commodity groups for each country and then aggregated according to scheme (1).

3 For more details see f.e. Svennilson (1954), Baldwin (1958) , Spiegelglas (1959), Leamer and Stern (1970), Richardson
(1971a, 1971b), Fagerberg and Sollie (1987), Merkies and van der Meer (1988), Milana (1988), Ahmadi-Esfahani (2006),
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2.2 Econometric version of constant market share analysis

To decompose the growth rate of Czech market share in EU25 into structural and competitiveness effects, we
apply a methodology of Fontagné (2010) which relies on econometric model proposed by Chaptea (2005).* The
empirical analysis, as before, is performed on 25 member states of the EU (Czech Republic as focus country and
other members as standards). The data contain yearly observation on country-level exports of 10 commodity
groups (SITC, rev.3) from 1999 to 2014.

To capture variations over time we focus on annual growth rates of each trade flow rather than on the change
between initial and final year of the analysed period. The analysis is provided in three steps. At first, growth rate
of Czech exports to each importer for a given commodity group and year are explained. Then, the annual results
are aggregated at the level of exporter. Finally, we transpose the decomposition of export growth into decompo-
sition of market share growth. As for the software, we use GRETL.

The contribution of competitiveness and structural factors are estimated via weighted (by wfmp) OLS with
fixed effects where the growth rates of each individual trade flow are regressed on dummies for exporter (1),
importer (m) and commodity groups (p). The regression model is as follows:

(@)

¢
In Gl["ﬁ) = b+ B+
Imp
where X, fmp denotes the value of Czech exports of given commodity group to given importer in time t, af repre-
sents the amount of growth which can be attributed to the competitiveness of the Czech Republic in time t, B,
and y,; catch up the contribution of average market and commodity structure of European trade to the annual
growth of Czech exports in time t. The weight, wiy,, = 0,5(X/55/X*! + X, /X", denotes the average weight
of Czech export flow in the EU25 trade. As the estimation is executed for each consecutive year of the period
2000-2014, we get 15 annual effects for the Czech Republic, each commodity group and for almost each im-
porter (one country is excluded due to exact multicollinearity). Comparing to the analytical version of the
CMSA, an econometric analysis can be used to predict statistical significance of the individual effects by esti-
mating the corresponding standard errors.

The growth rate of Czech exports is given by the logarithm of the Tornqvist index of its exports of each
commodity group (p) to each importer (m):

Xt wi, Xt 3)
Xt = U\ o Z lmp imp
dinX; =In (Xf’l) 2 W In X1

lmp

Using (2) and (3) and normalizing the estimated effects, (&, B,7), we can express the contribution of com-
petitiveness and structural factors to the overall growth rate of Czech exports in the following form:

m _ 4)
l"<xt 1)—a,+z lt Bm+z lfylg

where @f = @&f + L Wi Bl + Zp Wi P8, Bh = Bl — Smwi BY and ¥ = 95 — ¥, wi 75. The right-hand side
elements of equation (4) represents (successively): competitiveness effect, market-distribution effect and com-
modity-composition effect. Normalization of estimated effects is required because & measures the fraction of
Czech export growth relative to the importer omitted in the regression (7). To obtain competitiveness effect,
independent on the choice of omitted country, we calculate least square mean (&}) and normalize the remaining
(Bl ¥p), too.

To transpose the decomposition of annual export growth into decomposition of market share growth, we sub-
tract from both left and right-hand side of the equation (4) the logarithmic change in EU25 exports in time t
(dInX*® = InX*/X*"1) and take the exponentials of the resulting expressions, resulting in:

gt = exp(dinX} —dlnX*) —1=(1+CE") (1 + MDE")) x (1+ CCE")) — 1 5)

t
where CE", = exp(@f — dInX%) — 1, MDE’; = exp (Zmu‘;ﬁﬁ ) —1,CCE’; = exp (Zp 7 yp) 1.
]

4 Chaptea’s model is an improvement of the weighted variance analysis of growth rates of Jayet (1993).
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3 Empirical results

3.1 Decomposition of Czech market share growth — analytical approach

The results of CMSA, using analytical approach, are reported in the Table 1. The annual values of three effects
(CCE, MDE, CE) represent their contribution to year-on-year changes of the Czech market share in EU25 (A s)
in percentage points.

year CCE MDE CE As
2000 0,003 -0,017 0,121 0,107
2001 0,005 0,0282 0,176 0,2092
2002 -0,008 -0,014 0,153 0,131
2003 -0,021 0,048 0,101 0,128
2004 -0,005 0,031 -0,035 -0,009
2005 -0,036 0,017 0,216 0,197
2006 -0,016 0,036 0,184 0,204
2007 0,022 0,062 0,239 0,323
2008 -0,063 0,055 0,277 0,269
2009 -0,020 0,021 0,124 0,125
2010 -0,010 0,031 0,155 0,176
2011 -0,029 0,040 0,146 0,157
2012 -0,048 0,004 0,069 0,025
2013 -0,012 0,029 -0,007 0,010
2014 0,038 0,019 0,155 0,212

Table 1 Decomposition of Czech market share growth in the EU25 [in % point]

As reported in the first column of the Table 1, commodity-composition effect had negative sign almost in the
whole period and consequently decreased the Czech market share by reported percentage points. It implies that
the Czech Republic is oriented on commodities which share in European imports stagnate or decline having in
turn negative effect on its market share growth. The two latest years project from this long-term trend, but we
except that it is only short run deviations as the structure of its exports has not changed significantly. Substantial-
ly different is the situation in the case of second structural effect. Market distribution of Czech exports has
caused partial decline in its market share only in two years (2000, 2002) and in rest of the analyzed period posi-
tively contributed to year-on-year changes. It reflects that the portions of Czech republic’s trading partners in
world import have developed favorably. As reported in the fourth column of the Table 1, the most significant
contribution to the export share growth of Czech Republic can be assign to sources beside structural factors with
the highest contribution in 2008. Competitiveness effect has shown slightly negative growth only in 2004 and
2013. Both years were accompanied by negative or stagnant market share growth which indicates a strong posi-
tive correlation between competitiveness and export performance of Czech Republic.
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Figure 1 Contribution of individual effects to the market share growth of the CR in the EU25
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Graph 1 summarizes the contribution of individual effect to market share gains over the analysed period. It is
obvious that almost in the whole period; positive competitiveness effect caught up the largest portion of the
market share growth. Its average contribution from 2000 to 2014 was 114.10%, while the market-demand effect
contributed in average by only 8.73%. The commodity-composition effect influenced Czech export performance
negatively with average contribution of -22.4%. Thus we can conclude that the driving force of Czech market
share growth lies mainly in its external competitiveness.

3.2 Decomposition of Czech market share growth — econometric approach

The outcomes of econometric version of CMS analysis are reported in the Table 2 and Figure 2 where we can
see the contribution of competitiveness, market-distribution and commodity composition effects to the growth
rate of the Czech market share in the European Union (EU25).

year CCE’ MDE’ CE’ g

2000 -0,65% -3,60% 10,83 % 6,15%
2001 4,49% -6,52% 16,88 % 14,16%
2002 0,33% -2,49% 10,10% 7,710%
2003 0,45% 1,39% 4,94% 6,88%
2004 -5,24% -0,80% 27,67 % 20,02%
2005 -1,89% -2,88% 8,65% 3,53%
2006 1,41% -2,21% 8,22% 7,32%
2007 0,75% -0,56% 9,98 % 10,19%
2008 1,51% 0,63% 5,21% 7.47%
2009 -2,87% 0,86% 4,20% 2,08%
2010 0,59% 0,67% 4,95% 6,29%
2011 0,09% 0,55% 3,46% 4,13%
2012 4,26% 1,22% -8,27% -3,20%
2013 0,40% 0,79% -1,86% -0,69%
2014 0,61% 0,30% 5,10% 6,05%

Table 2 Decomposition of growth rate of the Czech market share in the EU25

The last column of the Table 2 presents annual growth rates of Czech market share in EU25 calculated for
each year of the period 2000-2014, in a multiplicative form (based on equation (5)). The first and second col-
umns of the Table 2 display the growth rates of Czech market share due to commodity and market structure of its
exports. Compared to results of the previous analysis, the impact of commodity-composition of the Czech ex-
ports is not predominantly negative. On the contrary, the effect of market distribution is mostly negative in the
first part of the analysed period and strictly positive since 2008. However, we can see that the contribution of
these structural factors are only marginal compared to the competitiveness effect, which is displayed in the
fourth column. Moreover, it is obvious that the effect of pure competitiveness on annual growth rates of the
Czech market share in the EU25 is positive during almost the whole analysed period. Only in 2012 and 2013 we
notice negative competitiveness effects which in turn resulted in negative growth rate of Czech market share.
Thus, we can sum up that the main factor of the market growth rate of the Czech Republic can be contributed to
its external competitiveness.

4 Conclusion

Since the beginning of the 21* century, the Czech Republic has considerably improved its market position in the
European Union. Over the period of 15 years (1999-2014), only three member states (including the Czech Re-
public) enjoyed an increase in their market shares by more than 2 percentage points. The purpose of this paper
was to find out the factors behind the improving market position of the Czech Republic in the European Union.

The paper provided a decomposition of the Czech market share growth in 25 member states of the European
Union over the period of 1999-2014 to competitiveness and structural effects. The decomposition, with aim to
quantify the contribution of structural factors and pure competitiveness to annual market share changes, was
executed via Constant Market Shares analysis. We applied both analytical and econometric versions of the
method. Thus, in addition, the paper provided an empirical application of two different approaches of the Con-
stant Market Shares analysis for the case of the Czech Republic.
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The results of the Constant market share analysis suggest that the competitiveness effect had significantly
positive effect on the Czech market share in the European Union’s imports, while the geographical distribution
of its exports contributed to the overall change only partially. On the other side, the commodity composition
effect had negative impact on the development of the Czech market share almost in the whole period. The effects
of structural factors little bit differ using an econometric approach, but their contribution to the growth rate of the
Czech market share in the European Union rest marginally.

The general conclusion from this study is that the improvement in the relative position of the Czech Republic
in the European market is driven mainly by its external competitiveness and not by structural shifts in its export
flows. Moreover, it implicitly leads to a conclusion that the driving force behind the favourable development of
the Czech market share in the European Union lies in factors which determine its external competitiveness.
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Extended Model of Tourist Routes Optimization
Anna Cerna, Jan Cerny?, Vladimir P¥ibyl®

Abstract. The paper starts with the following problem concerning the design of
tourist routes (trails) for hiking or biking or horse riding or cross-country skiing (one
of them, not more): Given a “candidate” network of (mostly) field and forest un-
paved roads. The network is represented by an undirected graph. Each edge of the
graph is characterized by its “length” (in km or in min.) and by the design cost nec-
essary to recondition the track. Moreover, each edge and each vertex have a list of
tourist points of interests (Pol) like waterfalls, memorials etc., occurring at it. Each
Pol is evaluated by its attractiveness score (AtS). The problem is to find the feasible
and the most attractive route connecting two given points.

The paper shows how to define the AtS for an individual Pol and how to derive the
total AtS for a given tourist route, connecting two vertices of the graph. The main
purpose of the paper is to present a mathematical model enabling to find a tourist
route, connecting two given vertices, not exceeding the limits of cost and length and
maximizing its AtS.

The model is extended in two senses. First, comparing to the “classic” minimization
of costs, it incorporates the new objective “attractiveness” of the route. Second, it
extends the class of admissible objective functions. So far, only additive functions,
with respect to the edges and vertices, were considered, whereas the non-additive
ones are admitted in the model as well.

Keywords: Tourist route, points of tourist interest, attractiveness score, model, op-
timization.

JEL Classification: C61, H76, 018, R58
AMS Classification: 05C35, 90C35

1 Introduction

This paper is focused on the design of optimal tourist routes (trails) in a given “candidate” network of (mostly)
field and forest unpaved roads. The results can be applied mainly to hiking, biking, horse riding or cross-country
skiing routes optimization. In the sequel, the route is supposed to be simple, i.e. to pass any its internal node only
once. The origin and the destination of the route, however, may be different or identical.

The network is represented by a connected undirected graph G = (V, E, d, c) where the vertex set V is defined
asV={l,2,...,n},n>2 EcVxVis the edge set, the function d: E — (0; ) represents length of edges, the
function c: E — (0; o) represents the design costs necessary to recondition of the track. Naturally, it is supposed
that the triangle inequality holds for the function d and, therefore, the function d can be extended to the set V x V
where it expresses the distance between the pairs of vertices. Moreover, it can be extended to the set R of all
routes defined on G in such a sense that the length d(e) is counted in d(r) if e is included into r. The function ¢
can be similarly extended to the set R as well.

The “classic” problem is to find a route connecting two given vertices v, (the origin) and vq (the destination)
by a path r, having the properties that the length d(r) of r belongs to the given interval (d;; d2) and the cost c(r) of
r is minimal.

This paper represents two extensions of the classic problem. First, it introduces new function defined as on V,
as on E. The values a(v) and a(e) represent “attractiveness score” of the vertex v or the edge e respectively. Sec-
ond, the attractiveness a(r), as an objective function, need not be additive with respect to the vertices and edges
belonging to r. The extended problem may be formulated in several versions, e.g. as follows:

EP1. Given a connected undirected graph G = (V, E, d, c), vertices v, (the origin) and vq (the destination), a
function a(.) defined on the set R(vo, va) of all routes connecting vertices v, and vq and, finally, given limits do
and ¢, for the length and cost respectively. The problem is to find a route r € R(Vo, Va) S.t. d(r) < do, c(r) < Co, a(r)
— max.
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EP2. Given a connected undirected graph G = (V, E, d, c), vertices v, (the origin) and vq4 (the destination), a
function a(.) defined on the set R(vo, vq) of all routes connecting vertices v, and vq and limits do and ao for the
length and attractiveness respectively. The problem is to find a route r € R(vo, Vg) s.t. d(r) < do, a(r) > ao, c(r) —
min.

1.1 State of the Art

The theory concerning “classic” problem of shortest paths in so called “doubly weighted” graphs can be found
e.g. in the subchapter 4.D of [8], where one can found that it was studied since sixties and that it was proved that
minimization of length at constrained duration is NP-hard.

On the other hand, the attractiveness as a quantitative characterization of a tourist route is quite new, for the
first time it was mentioned in [2] in 2012. One can see some distant relation of bicycle route attractiveness to
“Bicycle Level of Service”, mentioned by [6] in 1997. This quantitative measure tries to express the cyclist’s
feeling of safety. Similar view can be found in [7] from 2013, where one can find a list of some objectives con-
nected with safety and a cyclist’s comfort. Other papers, like [4], [10] and [13] added the travel time or the ve-
locity) as another point and [11] added the pavement quality. Further, [9] or [5] emphasized influence of cycling
on human health.

As seen, the scientific results concerning non-motorized transport were oriented almost exclusively to bicy-
cling and specifically to its use to commuting, see e.g. [1]. In [12] the application is extended to walking as well
and the factor of air quality is accented. Moreover, [10] touched also leisure cycling and spoke about a terrain for
recreational use and this is the point of view of the current paper as well.

1.2 Tourist Point of Interest (Pol): Attractiveness Quantification

The attractiveness value (score) a(p) of a tourist point of interest p, briefly Pol (e.g. a statue, waterfall, beautiful
avenue of trees or watchtower) expresses the intensity of positive feeling of a tourist enjoying p.

1.3 Basic Attractiveness Quantification of Vertices and Edges

First the denotation P(v) is defined as the set of all PoI’s that belong to the vertex v and P(e) is similarly defined
for the edge e, for all v e Vand e € E. Then, for all v € V, the basic attractiveness ba(v) is defined as the sum of
all a(p), p € P(v) and ba(e) is similarly defined for all e € E.

1.4 Attractiveness Quantification of Routes

Additive Attractiveness of Routes

Basic attractiveness function can be extended to the set R of all routes in G similarly as the length function d:
The attractiveness ba(v) or ba(e), respectively, is counted in ba(r) if v or e is included in r. Consequently, the
basic attractiveness function is additive with respect to the components of the route r, since any adding of a ver-
tex v or an edge e to r leads to adding the values ba(v) or ba(e) to ba(r).

Non-Additive Attractiveness of Routes

If the previous assertion is not valid for at least one route r then the attractiveness function a is said non-additive.
One type of non-additivity is studied in [3]. There, if a route r contains e.g. a loop (which is allowed there) and
passes around the same Pol p for the second time, the acquired attractiveness is smaller than in the case of the
first passing.

In this paper, the approach is a bit different (and not only since the loops are not allowed here). The attrac-
tiveness is reduced not only during second passing around the same individual Pol p, but also around another Pol
p’ which is “very similar” to p. It is supposed, that the set P of all PoI’s occurring at the vertices and edges of the
graph G is divided into subsets Py, ..., P,. Two Pol’s p and p’ belonging to the same subset (class) P; are consid-
ered “very similar”.

For each positive integer i < ® a real number a; > 0 is given such that the basic attractiveness of an “standard
attractive” Pol p € P; is ba(p) = a;, if it is “above average attractive” then it is defined ba(p) = 2a;, and if p is
“unusually attractive” then ba(p) = 3a;. Such an evaluation of attractiveness is equivalent to the conversion of
one “above average attractive” Pol into two “standard attractive” Pol’s and one “unusually attractive” Pol into
three “standard attractive” Pol’s. Therefore, the total “basic™ attractiveness ba(v) of a vertex v and ba(e) of an
edge e can be expressed by the sum
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ba(v):i“aimi (v) and ba(e):i:aimi (e) 1)

i=1 i=1

where Pi(v) = Pi n P(v) and mi(v) is the “recalculated” number of elements in the set Pi(v), where each
“standard” p is counted once, each “above attractive” twice and each “unusually attractive” three times. The
denotations Pi(e) and mj(e) are defined analogically.

In contrast with [3], where the first passing around a Pol p is considered basic and the attractiveness of any
next passing is reduced with respect to the first one, now the second and further passing around a Pol p from the
given P; is considered basic with attractiveness ba(p) and the first passing around some Pol from P; its attractive-
ness is increased. If p € P; and p is “standard attractive” then the attractiveness of the first passing around it is
al(p) = ai+fiwhere fi > 0 is given for all classes P;. Consequently, the attractiveness of a route r is defined by the
sum

a(r):i{g(r,i)fi + ) am(v)+ Y am; (e)] )
i=1

ver eer

where the indicator g(r, i) = 1 when the route r passes at least once around a Pol p € P;, i.e. when at least one
member m;i(v) or mi(v) in (Ar) is positive.

2 Optimization Model and Methods for the Problem EP2

This paper is focused on the design of optimal simple tourist routes connecting given vertices v, and vq in the
given graph G = (V, E, d, ¢), resolving the problem E2. The problem E1 can be solved analogically.

In the sequel, a non-additive attractiveness function a(.) defined by (Ar) will be used. Moreover, one natural
simplification is done. Assume that V" isa set, V'’ =V if vo # vgand V" =V U {fvq} otherwise, where fvg is fictive
(dummy) vertex. Further, E’ = E if vo # vgand E” = E U {(v, fvg): (v, v4)} otherwise; then each added edge (v, fva)
has the same length cost and PolI’s as the original (v, va).

It is obvious that, in the case of v, = vy the optimal route r’ from v, to fvg in the graph G* = (V’, E’, d, ¢) un-
ambiguously defines the optimal route r from v, to vy = v, in the graph G’. Therefore, the following model will
suppose that v, # vg and, obviously, denotation of the vertices can be chosen in such a way that vo =1, vg=n.

2.1 LP model for EP2

Besides the denotations already defined, the following denotations, parameters and variables are used in the
model:

GD = (V, ED, d, c) is the digraph corresponding to the graph G in the following sense:
e e=(v,w)eE<vweEDandwv e ED

e d(vw) = d(wv) = d(v, w), c(vw) = c(wv) = c(v, w), and mi(vw) = mi(wv) = mi(v, w) for each (v, w) € E
andeachi=1, ..., w.

M represents a “big number”, i.e. a substitute of infinity. E.g. M is the sum of all values c(v, w) times the sum
of all values d(v, w) times the sum of all values ajfi times the sum of all values mi(k).mi(j, k) or something like
this.

The binary variable uj = 1 expresses the fact that the j™ vertex is chosen to the route and uj = 0 means the op-
posite forall j=1, ..., n.

The binary variable z; = 1 expresses the fact that route passes around any Pol from P; and z; = 0 means the
opposite foralli=1, ..., w.

The binary variable xj = 1 <> the k™ vertex is the immediate successor of the j™ vertex on the route for all
ij € ED.

The positive integer y; is the ordinal number of the j™ vertex on the route.
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The LP problem:

To find the binary variables zi, i =1, ..., w, uj, j=1, ..., n, X, ij € ED, and positive integer variables y;, j=1, ...,
n minimizing the objective function

D c(ik)x — min @
jkeED
and meeting the following constraints:
U=up=landy; =1 4)
uj +Uy .
X for each jk € ED (5)

k=

Uy < ijk foreach k=2, ...,(n-1) ®)

JefL,...n}; jkeED
Y=Y+ 1+ M(xjk—1)and yk<yj+ 1+ M(1-xy) foreach jk e ED (7)
uc<yc<n.ug foreach ke {1,2,...,m} 8)
St Tha =0 T 0 Ty - ®

kefl,...n};1keED kefl,...n}k1ED kefL,...n};nkeED kefl,...n}kneED
DXy = g foreach k=2,..,(n-1) (10)
jefl,..n}; jkeED  jefL,...n}kkjeED
n-1

Zi Sz“mi(k)uk + Zmi (jk)xj <M.ziforeach k=2,...,(n-1) (11)

k=2 jkeED

w

n-1
Z[fizi +ai[2mi(k)uk + Zmi(jk)xjk]jzao (12)
k=2

i=1 jkeED

D d(jk)xg <dg 13)

jkeED

Remark. It is obvious that the LP model for the problem EP1 can be obtained by a small modification of the LP
model for EP2. Which one will be used depends on the budget situation.

2.2 Solution of both Problems by Depth-First-Search Technique

The proposed method (in the sequel denoted DFSM) is based on the combinatorial “depth first search™ inspec-
tion of all possible routes. Clearly, its computational complexity very highly increases with the increasing num-
ber of vertices and edges. So that it cannot be practically used for optimization in large networks. On the other
hand, it’s clear, that the calculation can be stopped at any time the feasible solution is reached and computational
time has exceeded acceptable limit. However, the solution probably is not optimal in this case, and the method
should be considered heuristic.

This method works with the same digraph GD as in case of LP model. The building procedure starts with the
initial vertex v and, in each step, it selects the first unused edge e € ED incident with v, leading into the unused
vertex (loops are not allowed). If exist, such edge is appended to the current route. If the sum of the length of
current route and the length of the shortest path from ending vertex of current route to the destination vy does not
exceed the maximum length of route do, the procedure iterates resuming from the ending vertex of the added
edge. Otherwise, the procedure backtracks, the last edge is discarded and the next one edge is considered. When
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the current route reaches the destination vertex and the total length does not exceed d,, the total cost c(r) and the
attractiveness a(r) are computed, the route is added to the list of possible routes and procedure backtracks.

The optimal solutions of the problems EP1 and EP2 then can be obtained from the resulting list of possible
routes by using filtering and ordering. It takes time less than 1 second. The advantage of this method is that the
way of calculating the total cost and attractiveness of the route could easily be changed even after the list of
possible routes is created.

The different strategies could be used for the selection of edge being added to current route. The edges inci-
dent with particular vertex could be for example ordered in accordance to edge or ending vertex attractiveness,
edge length or cost. In case of problem EP2 it is possible to modify the algorithm in order to implement cutting
of unpromising branches when the cost of current route exceeds Co. These strategies influence the “heuristic”
effectivity of the algorithm and improve the method ability to reach better solution in shorter time. This could be
interesting in case of premature interruption of the procedure.

3 Computational Experience

The both above described methods were implemented and tested on the randomly generated network with 30
vertices and 94 directed edges. The edges cost c(v,w)e<0;100) were generated randomly. LP model was
implemented and solved in Gurobi 5.6.3 and combinatorial (DFSM) method in the environment of Visual Basic
for Application in MS Access, which offers easy to use tools for ordering and filtering. Both methods were
tested on standard hardware configuration (PC with Windows 7, Intel® Core™ i5 CPU 750@ 2,67 GHz, RAM 4
GB).

For testing purposes we assume only 3 classes of Pol. Each with basic attractiveness of standard Pol aj = 1
and f; =1. Each vertex and edge were assigned by randomly generated vector (mi,mz,ms) of the “recalculated”
numbers of “standard attractive” Pol. Test network is shown in Figure 1. The vertices are labeled in the form
[m1,mz,ms] and the edges in the form (edge cost| m1,mz,ms).
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Figure 1 Test network

The tests were carried out for v, = 6, vq = 18 and different parameters d, and a.. LP model was implemented
in the EP2 version described in 2.1. It is obvious from the description in 2.2, that the DFSM solves both EP1 and
EP2 problems simultaneously and moreover for all possible values of a.. This fact should be taken into account
when comparing the computational times of the methods.
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The solutions obtained by the both methods were exactly the same for all test cases. Table 1 brings the com-
parison of computational times of both methods in different test cases. The small size of test network has enabled
us to find all potential routes with all reachable levels of attractiveness by DFSM method, even for d, = 1000.
Thus in the case, when do, is greater then the length of the longest route without loops. LP model was tested with
a, set to approximately 90% of maximal potential attractiveness obtained by DFSM.

DFSM* LP model**
d Elapsed d 2 Elapsed
° time[s] ° ° time[s]
60 <1 60 52 <1
80 <1 80 77 <1
100 3 100 105 1
120 10 120 126 <1
140 27 140 141 1
160 51 160 155 10
180 75 180 167 20
200 88 200 169 15
1000 95 1000 169 30

* DFSM solves EP1 and EP2 simultaneously
** LP model solves EP2

Table 1 Comparison of Computational Times

Table 1 shows, that in case of DFSM the computational time continuously increases with do. It is fully
consistent with the combinatorial character of the method. In the contrary, in case of LP model, the
computational times depend on particular parameters and don’t increase continuously. The tests we have carried
out in addition to those described in table 1 show, that the computational time of LP model depends (for the used
test network structure and cost parameters of edges) more closely with the parameter a, than with do.

4 Conclusion and Outline of Future Research

This paper studies a new branch of non-motorized transport management theory — the design of routes for non-
motorized transport for leisure purposes, taking into account the attractiveness of routes. The main contributions
of the paper are:

1. Introduction of a non-additive attractiveness function, comparing with [2] or [3] where only additive
one was used.

2. Formulation of two optimization problems.
3. Presentation of two exact methods of solution.
4. Outline of computational experience.

The future research is expected in two directions: To improve the algorithms of the problems EP1 and EP2
and to extend the application aspects, e.g. from the point of view of optimal design to the view of optimal use of
just designed network.
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Interval data and sample variance: A study of an
efficiently computable case

Michal Cerny!, Ondiej Sokol?

Abstract. Computation of the tight upper bound of the sample variance of
an interval-valued dataset is known to be NP-hard. However, there are var-
ious polynomial-time computable special cases, which are quite natural from
a statistical point of view. We analyze the algorithm by Ferson, Ginsburg,
Kreinovich, Longpré and Aviles designed for one such special case. The al-
gorithm can be applied to any dataset and it is exponential in the maximum
number of intersecting %—narrowed intervals. This number corresponds to the
largest clique in the associated interval intersection graph. We analyze the size
of the clique for some natural probabilistic data generating processes, showing
that the size of the clique grows “moderately”. This implies that in spite of
the theoretical NP-hardness result, the analyzed algorithm is indeed useful in
many practical cases, even more than originally claimed by the authors of the
algorithm.

Keywords: Interval data, sample variance, average time complexity.

JEL classification: C44
AMS classification: 90C15

1 Introduction

We deal with the problem that arises when exact data values are not known, but intervals which these
values belong to are known. These situations happen when we process rounded, censored or categorized
data. Similar problems are solved when we work with measurements which have known tolerances or when
we work directly with intervals, e.g. interval predictions, bid-ask spread or intervals of daily minimum
and maximum values in the stock market.

Sample variance is basic descriptive statistic, which is essential for many statistical techniques and
methods. It includes computation of various statistics (e.g. t-statistic), data normalizations etc. When
only interval data are at our disposal, our goal is to determine lower and upper bounds of selected
statistics. From these lower and upper bounds we can draw conclusions over the entire dataset.

2 Problem statement

A general framework. Consider a one-dimensional dataset 1, ..., 2, (a random sample from a cer-
tain distribution, say), which is unobservable. What is observable is a collection of intervals x; =
[z, 71],..., 2y = [2,,Tn] such that it is guaranteed that
v, €x;, t=1,...,n. (1)
Assume that the only information about the distribution of # = (21,...,,)T given the observed values
z=(zy,...,2,)" and T = (F1,...,T,)" is that the axiom (1) holds a.s.
Let a statistic S(z1,...,x,) be given. (Formally, S : R" — R is just a continuous function.) Due to
our weak assumptions, the only information we can infer about S(z1,...,2,) from the observable data

LUniversity of Economics in Prague, Department of Econometrics, Winston Churchill Square 4, CZ13067 Prague, Czech
Republic, cernym@vse.cz

2University of Economics in Prague, Department of Econometrics, Winston Churchill Square 4, CZ13067 Prague, Czech
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x,7 is the lower and upper bound, respectively, of the form
S=min{S(€) iz <E<T), §=max{S():z<E<T),

where the inequality “<” between two vectors in R™ is understood componentwise.

Examples. Bounds S,5 for many important statistics have been extensively studied in literature.
Sometimes, the situation is easy: for example, where S = 1 = %ZLI z; is the sample mean, then we
immediately get

T (2)
i=1 i=1
Another important statistic is the sample variance S =52 = 1 5" | (z; — 11)?, when the true mean p is

ria =1
known. Then 62 = 1 5% max{(z; — p)?, (T — p)?} and 62 = L 577 | 52, where

@i —p)?, T <p,
si=9 (i —w? ifz >
0, ife, <p <7,

This paper is a contribution to the case of sample variance when the true mean is unknown. This
statistic will be investigated in the next section. However, other statistics have been studied too; we refer
the reader to Cerny and Hladik [1] (t-ratio), Kreinovich [8] and Xiang et al. [10] (entropy), Kreinovich
et al. [7] (higher moments) and others. Summaries of approaches to computing various statistics under
interval uncertanity can be found in [6] and [9].

3 Sample variance

From now on we will work with the sample variance
&
~2 ~\2
= €T — 3
# = g Y= )

where the true mean p is unknown and is replaced by the sample mean i = % Z?:1 ;. The computation
of the upper and lower bounds, respectively, reduces to the optimization problems

2 2

n n n

ey . 1 1 N\ = 1 1

0° = min 72 ziffg T rx<x<Tp, 0¢=max E T;— — z; cx<zx<
zeR™ | n ne z n

]

It is obvious that computation of 32 is a convex quadratic problem, which can be solved in weakly
polynomial time. However, Ferson et al. [4] introduced another interesting method, yielding a strongly
polynomial algorithm.

The computation of 52 is easily seen to be NP-hard (a proof can be found in [5]). Moreover, it is
known to be inapproximable with an arbitrary absolute error, see Cerny and Hladik [1]. The cited paper
also gives a useful positive statement: computation of 52 can be done in pseudopolynomial time.

The computational properties of 52 have been studied extensively, see e.g. Ferson [4], Xiang [10],
Dantsin [3]. The most interesting fact is that many special cases of the problem are known that can be
solved efficiently. Our question is whether these cases are “rare” or “frequent” in practice. In particular,
the statistical approach usually assumes that the observed data z,7 are generated by an underlying
random process. Then, the question is whether the hard instances—such as the instances resulting from
NP-hardness proofs—occur with a high or low probability.

An interesting algorithm for computation of 52 by Ferson et al. The paper by Ferson et
al. [4] presents an algorithm with the following nice property. To fix notation, for an interval = [z, 7]
we denote £¢ = L(Z + z) its center and #® = 3(F — ) its radius. For an o > 0, let ax denote the

interval [z — az®, 2 + az?].
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Theorem 1. There exists a polynomial p(n) for which the following holds true: when x1,...,x, are
gwen such that

every k-tuple of distinct indices i, ...,ix € {1,...,n} satisfies [fi, an %z,;‘ n %z“ n---N %zik =0,

' (4)

then the algorithm by Ferson et al. makes at most 2"p(n) steps. [Here, [i, i are given by (2).] O

Remark. The original paper presents a weaker statement, in particular the intersection property from
(4) is written as %wh n %ziz N---N %wik =0.

So, we are interested in the minimum & for which the condition (4) holds. This task can be reformu-
lated in a graph-theoretic way: consider the undirected graph G,, = (V,,, E,,), where V,, = {1,...,n} and
{i,j} € En iff z;nla; N3, 7] # 0 (i # 4). Let w, be the size of the largest clique of G,,. Now we can,
obviously, restate Theorem 1:

Corollary 2. The algorithm runs in time O(2¥"p(n)), where p is a polynomial. O

4 Description of the algorithm

The algorithm proposed by Ferson et al. [4] works as follows:

e We sort all 2n endpoints of the narrowed intervals %wl, e %:1:,,, into a sequence of ascending order
21y < T(g) < -0 < T(gn). After that we divide the real line into 2n + 1 segments [ac(k),m(k.+1)],
where we set x(g) := —00 and (2,41 1= 0.

o We compute the fz and 7t and select all intervals [a:(k),:v(k.ﬂ)} that intersect with [z, 7.

e For each remaining interval [x(k)w(kﬂ)} and for each i = 1,...,n we select the value of z; following
this rule:

— if 2(py1) < 28 — L2, then we select z; = 7;,

—if zky > 2 + 222, then we select z; = z;,

nvi o

— otherwise we consider both possible values for z;.

‘We get one or several sequences of z;. If the average of z1,...,x, is in the interval of [x(k) s z(kﬂ)],
then we compute its sample variance using formula (3).

o We return the largest value of the computed sample variances as 2.

From the description it follows the algorithm makes at most 2¥n? steps, where k denotes the maximal
number of narrowed intervals that have a common point in interval [ﬁ,ﬁ] If we construct G,,, then
wy = k. -

The main idea of the algorithm is based on the fact that if all values of z1,. .., z, are fixed except z;,
then 62 is a quadratic function of one variable. As the function 52 is convex, it will attain its maximum
in one of the endpoint of [z;,7;]. The maximum is attained at the endpoint which is the farthest from
the point of minimum of this quadratic function, which, in this case, is /i computed from fixed z; for all

j#i.

5 Stochastic setup

Of course, the algorithm can be slow, e.g. when we meet an instance with 2§ = 2§ = -+ = 2§ (such
instances result e.g. from the proof of NP-hardness of computation of 52). However, here we switch
ourselves to a particular stochastic setup, where it seems that such instances are rare.

‘We assume that the centers ;L? ey xf are sampled from a distribution ® and that the radii :L’IA, ey a:ﬁ

are sampled from a nonnegative distribution ¥ and the samples are independent. Observe that now G,,
is a random graph and its clique number w;, is a random variable. We also assume that ® is a continuous
distribution with finite first and second moments and its density function is limited from above and ¥
has finite first and second moments.

101



Mathematical Methods in Economics 2015

6 Simulations

The objective of the simulation was to estimate Ew,,, where E stands for the expectation.

We simulated sets of intervals with centers 2§, ...,2$ sampled from N(0,1). The radii of intervals

22,..., x5 were sampled from Exp()\) with A € {0.1, 0.5, 1, 5} for n = 25,...,2000. Values of n were
generated from 25 to 300 with the step of 25, the rest of n up to 2000 was generated with the step of
100. For each n we generated 500 samples from which we computed the expected value of w,,.

Figure 1 shows the relationships between w,, and n for various parameters of \. For comparison we
plot the function logn into the figure. Figure 2 shows the same relationships but with the logarithmic
horizontal axes. Comparing the shapes of curves corresponding to logn and curves obtained by our
simulations, we conclude that w, can be approximated by logn with sufficient accuracy. A statistical
test confirms that this is correct.

15 T T T T T T T T T
logn
Ew, : ®= N(0,1),¥ = exp()\)
125 A=5
10 1

0 200 400 600 800 1000 1200 1400 1600 1800 2000
n

Figure 1 Results of simulations Ew, for various X of the distribution ¥ = Exp(X).

Var(®) \/Var(®)

In Figure 3 we show that w,, is affected only by the ratios Var(®) and HCE It is clearly seen that

Ewy, is the same for various values of ¢ and A from distributions ® = N(0,02) and ¥ = Exp(}), when

the ratios Q,/::(i; and Y :&r,()(k) remain the same.

However, the main result of this paper is that w,, is approximable by logn for every ditributions ®
and Y if the conditions stated in Section 5 are true.

Results. Using simulation, we have found that the maximal clique w,, of G,, randomly generated can
be approximated by the logarithmic function of n. That yields an interesting result in terms of expected
computational complexity, because maximal clique w,, determines exponential complexity of the algorithm
proposed by Ferson et al. [4], which is used for computation of 52 under interval uncertainty. From the
Corollary 2 we found that the complexity of computing 2 from random data which are assumed to be
generated from ® and ¥ have polynomial complexity.
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15 T r T T T T T T

logn
Ew, : ®= N(0,1),¥ = exp())

12,5 A=5 i

10f 1

Ewp
-
o

T

03 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

logn

Figure 2 Results of simulations Ew, for various X of the distribution ¥ = Exp(\). Horizontal axis is
logarithmic.

Ew, : ® = N(0,0.12),¥ = exp(0.1) Ew, :® = N(0,0.5?), ¥ = exp(0.5)

8 8
6 6
4 /// ) /
2 2
0 0
3354455556657758 335445555665 7758
logn logn
Ew, : ® = N(0,12), ¥ = exp(1) Ew, : ® = N(0,5%),¥ = exp(5)
8 8
6 6
4 / \ /
2 2
0 0
335445555665 7758 335445555665 7758
log n logn

Figure 3 Results of simulation Ew,, for various o2 and X for distributions ® = N(0,02) and ¥ = Exp()\)
while Var(®) = Var(¥) and /Var(®) = E(V). Horizontal axes are logarithmic.
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7 Conclusions

Though the problem of computation of 52 is generally NP-hard, we have shown that for many practical
situations 2 can be calculated in polynomial time. These results were obtained by using Monte Carlo
simulations but have not been analytically confirmed so far.

Our main conjecture is: if ® is a continuous distribution with finite first and second moments and
its density function is limited from above and U has finite first and second moments, then Ew, = O(logn).
If the conjecture is true, then Corollary 2 implies that the algorithm runs in polynomial time on average.
And this is the main and most interesting finding; even though we currently cannot prove the conjecture,
we present simulations strongly supporting it. To this end, the simulations confirm at least the fact that
the algorithm of Ferson et al. is indeed useful in practice (as long as the random intervals @y, ..., x, are

generated by a “reasonable” random process, formalized here by the pair of distributions ® and ¥).
Further research should focus on a wider class of statistics for which Ferson’s method could be effi-
ciently applied; this class may contain e.g. the coefficient of variation or some change-point statistics, see
e.g. [2].
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Routes Design Using Own and Hired Vehicles
Zuzana Citkova?, Ivan Brezina?, Juraj Pekar®

Abstract: Costs of distribution constitute a major share of the total logistic costs of
almost every organization. Decision making in this field can be supported by
mathematical models of various types of routing problems. Classical routing
problems are aimed at satisfying customer demand with the routes originating and
ending in a central depot, while the open routing problems do not consider the need
for vehicles to return. The importance of open versions arises e.g. from car-hire
options. This paper describes new model of vehicle routing problem that allows
combining classical capacited vehicle routing problem (CVRP) modeling the routes
realized by own vehicles together with the possibility to realize open routes with
hired vehicles (OVRP). Although hiring vehicles could be more expensive per unit
distance traveled, their use could lead to considerable saving due to reduction of the
total cost of the route. The analysis is focused on proportion between the cost
corresponded to using the own and hired vehicles.

Keywords: Open Vehicle Routing Problem, Mixed Integer Programming,
Mathematical Model.

JEL Classification: C02, C61

AMS Classification: 90C11, 90B06

1 Introduction

Distribution management is one of most important field in many business areas. A lot of different routing
problems that enable to model many real-life problems can be very rewarding in logistics process. Frequent
decision-making in the area of distribution is based on the possibility of hiring vehicles as opposed to using own
vehicles and in that way to specify the number of own vehicles relative to total cost of rented vehicles. The unit
cost per km of own vehicles consist not only of fuel cost but also include e.g. amortization, taxes and driver’s
wage. On the other side, the rental cost depends on cost per km and also includes the fixed cost per car. The
known capacitated vehicle routing problem (CVRP) can be briefly described as follows ([1], [2], [3], [5], [6],
[8]): Consider a depot from which some products have to be delivered to a set of customers. It is assuming the
known shortest distance between depot and each customer’s location, as well as between each pairs of
customer’s location. The goal is to find the optimal shortest route (starting and ending at the depot) for a vehicle
(vehicles) so that each customer demand is met. The capacity of vehicle (or fleet of vehicles) is (are) known (if
more than one vehicle are used, the same capacity of all of them is supposed), so that all customers’ demand
needs to be served with the use of some vehicle (all the demands are met in full).

Open models of routing problems ([4]) are an extension of CVRP. The difference between the open vehicle
routing problem OVRP and the classical CVRP model is based on the assumption that the vehicle (vehicles)
does (do) not need to return to the depot after servicing the last customer. The open models allow describing
different real-world applications e.g. car-hire options that result to different logistic costs. Although hiring
vehicles could be more expensive per unit distance traveled, their use could lead to considerable saving due to
reduction of the total cost of the route. In the practical application it could be interesting to set the rate
specifying the ratio between the own and rented vehicles so that it is effective rent at least one external vehicle.

This paper describes the mathematical model that allows setting the specific indicator describing the limit
value which indicates the maximal rate (calculated as cost ratio between the cost of own and rented vehicles)
when it is effective renting at least one external vehicle. The empirical analysis is based on regional data in
region Nitra in Slovakia.

2 Vehicle routing problem and open vehicle routing problem

The classical versions of routing problems can be described using following notation: Let N :{L 2,...n} be the

set of served nodes (customers) and let N, = N U{0} be a set of nodes that represents the customers together

t University of Economics in Bratislava, zuzana.cickova@euba.sk.
2 University of Economics in Bratislava, ivan.brezina@euba.sk.
% University of Economics in Bratislava, juraj.pekar@euba.sk.
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with the initial node (depot). A shortest distance time dj; is associated with pairs i, j € No, i #j. Mathematical
models of selected routing problems are possible to formulate as binary programming problems. The models
involve binary variables x; (i, j e N, ,i # j) that enable to model if the node i precedes node j in a route of the

vehicle x;; = 1 and x;; = 0 otherwise. Certain demand g;, i € N , which has to be met from the initial node (i = 0),
is associated with each customer. The distribution is performed using a vehicle with a certain capacity (g). The
goal is to identify the routes of vehicle so that the total traveled distance is as low as possible (the known shortest
distances between all nodes dj, i, jeN, is supposed) with respect to the following restrictions: the
depot represents initial node and also the final node of every route, from this node the demands ¢;, i € N of all
the other nodes are met (in full), each node (except depot) is visited exactly once and total demand on route must
not exceed the capacity of the vehicle (g). The model implicitly assumes that g;< g for alli € N , i.e. the demand
of each customer does not exceed the capacity of the vehicle. Further on, the variables u;,i e N that based on
well-known Miller-Tucker- Zemlin’s formulation, e.g. Miller et al. ([7]) are employed. Those variables represent
cumulative demand of customers on one particular route.

Based on this assumption, the model of CVRP can be stated as follows:

min f(X,u)=3" > d;x o)
ieNg jeN,

injzl, jeN, i#]j )
icNg
ZXH=1, ieN, i#]j 3)
jeNg
U +0; —g@-x)<u;, ieN,, jeN, i=]j 4)
g <u <g,ieN ©)
u, =0 ©)

x”e{O, 1,0, jeNg,i# @

Objective function (1) determines the total distance traveled. Equations (2) and (3) ensure that each customer
(except the origin) is visited exactly ones. Equations (4) are anti-cyclical conditions that prevent the formation of
such sub-cycles which do not contain a initial node (i = 0). The set of variables u;, i € N ensures the calculation
of current load of vehicles in its route to i-th customer (including). Equations (5) ensure that all demands on the
route must not exceed the capacity of the vehicle. Equation (6) ensures that load of the vehicle is set to zero in
the depot.

Mathematical model of OVRP can be stated as follows:

min f (X,u)=3" > dyx;

ieNy jeNg (8)
Zx”.:L jeN, i#]j 9)
ieNg

ZXijsl,ieN,i;éj (10)
JjeNg

> %=1 (11)
jeN

U +0; —g@-x)<u;, ieN,, jeN, i=]j (12)
g <u<g,ieN (13)
u, =0 (14)

% €{0, 1},i, jeNg,i# (15)

The objective function (8) models the total distance traveled by all of the vehicles. Equations (9) ensure that
only one of the vehicles enters each customer exactly once and equations (10) ensure that the corresponding
vehicle does not need to depart from every customer, because the route ends after serving the last of them.
Equation (11) ensures that each vehicle starts its route exactly once. Equations (12) avoid the presence of sub-
tour and also calculate the real cumulative demands of customers for the next node on the route based on
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previous node. Equations (13) ensure that all demands on the route must not exceed the capacity of the vehicle.
The fix value of variable uy is set up by equation (14).

3 Mathematical model based on cost rate between the own and hired
vehicles

Further on, consider the possibility to realize the closed routes (starting and ending at the depot) together with

the possibility to realize open routes. Mathematical programming formulation requires two type of binary

variables: the variables x;;, i, j € N, with a following notation: x;; = 1 if customer i precedes customer j in a route

of the own vehicle and x; = 0 otherwise and the variables yj, i, j € Nywith a following notation: y; = 1 if

customer i precedes customer j in a route of the rented vehicle and y;; = 0 otherwise. Fixed cost associated with
number of rented vehicle are known and designated as f. The model deals with the additional variable r
representing the cost rate between the own and hired vehicles. Moreover we suppose the known scalar
designated as cvrp representing the total cost of the route based on CVRP formulation (1) — (7):

The mathematical model can be stated as follows:

max f (X,Y,u,r)=r (16)
D2 A Hr Yy >y +F Yy, <covrp 7
ieNy jeNg ieNg jeNg jeN,

ini i
Zx'jJrZyij:l,jeN,i¢j (18)
ieNy ieNy
S x>y <1 ieN Q=] (19)
e, N
U+ —gl-x)<u;, ieN,, jeN,i#]j (20)
U+ —gl-y)<u;, ieN,, jeN,i=#]j (21)
injfth:O,jeN,i#j (22)
ieNy ieNy
g <u<g,ieN (23)
PIDMES! (24)
ieN, jeNg

i
u, =0 (25)
X, €01, v, {0 1, i jeN,, i#] (26)

The objective function (16) enables to find maximal rate that model the proportion between the hired and
own vehicles. Equations (17) represent the total cost of the route must to be not more expensive compared to the
CVRP. Equations (18) ensure that only one of the vehicles (own or rented) enters each customer exactly once
and equations (19) ensure that the vehicle does not need to depart from every customer, because the route of
rented vehicle ends after serving the last of them. Equations (20) and (21) avoid the presence of sub-tour (for
own and rented vehicle) and also calculates the real cumulative demands of customers of the next node on the
route based on previous node. Equations (22) ensure preserve the connectivity of the routes. Equations (23)
ensure that all demands on the route must not exceed the capacity of the vehicle. Equation (24) ensure that at
least one rented vehicle is used. The fix values of variables uoare set up by equation (25).

4 Routes Design Using Own and Hired Vehicles in Slovak Region

Slovakia is divided into 8 regions: Region Bratislava (BA), Region Banska Bystrica (BB), Region Kosice (KE),
Region Nitra (NR), Region Presov (PO), Region Trenéin (TN), Region Trnava (TT) and Region Zilina (ZA):
Region Nitra (NR) is divided into 7 districts: Nitra (0), Komérno (1), Levice (2), Nové Zamky (3), Sala (4),
Topol’¢any (5), Zlaté Moravce (6).

Input data for region Nitra: 7 districts, distribution centre (regional capital is Nitra, i = 0), the shortest
distances between all district towns and between distribution centre and each district towns is designated as djj,
vehicle capacity g was set to 12, the demand of district towns was associated with number of inhabitant
(Komarno 6, Levice 7, Nové Zamky 9, Sal'a 3, Topoléany 4, Zlaté Moravce 3). The first goal was to set the
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distribution based on CVRP (using the own vehicles). The resulting value of objective function (8) is 337, which
value is also the value of coefficient cvrp in (17). Next, the fixed coefficient of rented vehicle (f) was set to 15
per vehicle and problem (16) — (26) was solved in accordance to those additional parameters. Resulting value of
variable r specifies the maximal ratio representing effective renting at least one external vehicle.

The computational experiments were provided on the base of before mentioned data. The mathematical
model was implemented in software GAMS (solver Couenne 23.5.1) on PC with Intel ® Core ™ i7-3770 CPU
with a frequency of 3.40 GHz and 8 GB of RAM under MS Windows 8. The results are given below:

Results of CVRP (1) — (7):

Objective value 337:

The routes of own vehicles: Nitra (0) - Levice (2)- Zlaté Moravce (6) - Nitra (0)
Nitra (0) - Nové Zamky (3) - Sal'a (4) - Nitra (0)
Nitra (0) - Topol'¢any (5) - Nitra (0)
Nitra (0) - Komarno (1) - Nitra (0)

Implementing model (16) — (27):

Objective value: r=1.717,

The routes of own vehicles: Nitra (0) - Levice (2)- Zlaté Moravce (6) - Nitra (0)
Nitra (0) - Nové Zamky (3) - Sal’a (4) - Nitra (0)
Nitra (0) - Topol'¢any (5) - Nitra (0)

The route realized by rented vehicle: Nitra (0) - Komarno (1)

Based on results listed above it can be stated the following: The total cost of the routes could be decreased by
car rental if the ratio between the cost per km of rented and own vehicle is less than 1.717 (supposing other
conditions are the same and the fixed coefficient of rented vehicle was set to 15).

Conclusion

This paper considers the version of open vehicle routing problem (OVRP) that allows combining CVRP together
with the possibility to realize open routes. The mathematical formulation was provided on the base of mixed
integer programming (MIP). Presented formulation allows setting the limit value which indicates the maximal
rate (calculated as cost ratio between the cost of own and rented vehicles) when it is effective renting at least one
external vehicle. The computational experiments were based on regional data in Slovakia. Software
implementation was realized in GAMS (solver Couenne 23.5.1).
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Nonlinear model of the Eurozone labor market

Ondiej Cizek*
Abstract. A nonlinear model of unemployment is formulated and applied in this pa-
per. The formulation is motivated by a Keynesian principle of weak aggregate de-
mand. The basic idea is that the rise of unemployment causes the fall of aggregate
demand for final goods. This in turn leads to the fall of the demand for labor, which
leads to even higher unemployment. The model is econometrically estimated for the
Eurozone and it is shown that the described mechanism gives rise to the multiplicity
of the equilibrium rate of unemployment. Factors influencing the position of the
equilibrium points are studied and economic implications are made from this analy-
sis.

Keywords: nonlinear modeling, unemployment, aggregate demand, multiple equi-
libria.

JEL Classification: E24, J23, J64
AMS Classification: 91G70

1 Introduction

Europe today is characterized by high unemployment as well as weak aggregate output demand. For this reason,
the model formulated in this article is based on the following transition mechanism: “High unemployment leads
to low consumption demand. Production is also low as no one can afford to buy the goods, which sustains high
unemployment.” This formulation principle is supported by the Nobel Prize winner in economics, Joseph Stiglitz
[4], who states that Europe’s problem today is a lack of aggregate demand. This article contributes to the existing
literature by incorporating the Keynesian principle of weak aggregate demand into the basic model of the labor
market.

The formulated model will be econometrically estimated using the data from the Eurozone. The main contri-
bution of the paper is the finding that there are multiple equilibrium unemployment rates for the estimated mod-
el. Multiplicity of equilibriums is caused by the above mentioned transition mechanism. More specifically, there
is low demand for labor in times of high unemployment. Therefore, it is hard to find a job, which sustains unem-
ployment at high levels, preventing its return to a lower more effective equilibrium.

2 Model

2.1 Unemployment dynamics

Unemployment is modeled in a continuous time environment with data available only at discrete dates. Shimer’s
(2012) methodology is used to express the dynamics of unemployment in discrete time in the following form

S (1 asrh)), ~(5+1)
V=37 (1@ V) Lrehy,, o

where U, is the number of unemployed,
L, represent the labor force,
s, is separation rate and f, represents job-finding rate.

The measurement of transition rates f, s _is also based on Shimer’s (2012) methodology. According to his

evidence, there are substantial fluctuations in job finding probability during business cycle frequencies, while
separation probability is nearly acyclic. This suggests that, in order to understand fluctuations in unemployment,
one must understand the fluctuations in job-finding probability. The formulation of the model presented in this
paper is based upon this result. The emphasis will, therefore, be given to the model of job-finding probability.

 University of Economics, Prague, W. Churchill Sg. 4, 130 67, Prague 3, Czech Republic.
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2.2 Matching function
Standard modeling device is the aggregate matching function M (-) . The flow of workers from unemployment
to employment during a given period [t,t+1) will be assumed to be related to the number of unemployed work-

ers U, and (unfilled) job vacancies V, at the beginning of the time interval [t,t +1), according to the Cobb-
Douglas matching function with constant returns to scale

M =M(V,U)=A-U"-V"™, A>0, a<c(01). (2

The assumption of constant returns to scale is in line with most empirical work (see survey performed by
Pissarides, Petrongolo [2]).

Another common presumption is random matching, which means that all unemployed workers U, have an
equal sampling probability. In this case, the job-finding probability F is?

Ml 1-a
F=—t=A-@", 3)

t t

U

t

where 6, =V, /U, denotes the market tightness.
The corresponding job finding rate is given by

f=-In(1-F). (O]

2.3 Labor demand

The model of the demand for labor is inspired by the Keynesian principle of weak aggregate demand. It is based
on the following transition mechanism:

1 unemployment rate — T purchasing power — T aggregate demand for final products —

1 demand for labor — T vacancies posted by firms.

This mechanism is modeled by the following linear approximation:
\/I =a-b- U‘ , (5)
where V, is the number of vacancies posted by firms.

The relation (5) can will be expressed in terms of the market tightness by dividing both sides by the number
of unemployed:

0 =a b. (6)

1
UI
From a practical point of view, it will be more convenient to use unemployment rate u,_ instead of the num-
ber of unemployed U, which leads to:
1
6 =a-—-b, @]
u(
where u, is the unemployment rate.

In order to ensure that 6, > 0, the relation (7) is further modified as follows:

2 The corresponding job finding rate is given by f =-In(1-F).
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1
a-——b, foru <,
6 = u,

t

®)

|

, foru >u.

where 6 >0 is a lower bound of the market tightness.

3 Data

Data from the Eurozone® were used in the application part of this article. All such data is available at the data-
base of the Eurostat, which can be found online at:

http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database.

Unemployment U, was obtained from the series ,,Unemployment by sex and age groups —monthly average,
1000 persons (une_nb_m)“.

Job-finding probability F, is measured by the Shimer’s (2012) method. To apply this methodology, the series

for the short-term unemployed persons have to be used. Specifically, the number of workers, whose unemploy-
ment has not exceeded one quarter is used in this paper, which can be found in the Eurostat database under title
,,Unemployment by sex, age and duration of unemployment (Ifsq_ugad).

Market tightness is defined as 6 =V, /U, so it remains to describe data on unfilled vacancies V, . This vari-

able was retrieved from a job vacancy rate v, . The title of the corresponding time series in the Eurostat database
is ,,Job vacancy statistics — quarterly data, NACE rev. 2 (jvs_q_nace2)“.

4 Econometric estimation

Firstly, the stochastic version of the regression (3) was estimated
E —A. 6‘17.: eh , (9)
where o € (0,1) and &, is i.i.d. random error.

The estimation was performed by ordinary least squares (OLS) after log-linearization for the data ranging
from 2005 Q1 to 2014 Q2. The results are as follows:*

In(F)= (_()1.0%33+(1_(8282)' In(g ), R* =059. (10)

The estimate & = 0.66 is in line with the results of other empirical studies, which are summarized by Pissar-
ides and Petrongolo (2001) and according to which this parameter ranges from 0.2 to 0.8.

Secondly, the regression (8) was estimated in the following form
1
0=a-—-b+n, (11)

t
ul

where 7, is i.i.d. random error.

The parameter @ is not estimated econometrically. The lowest value of market tightness was attained in

2013 and was approximately equal to 0.12. We definitively conclude that € < 0.12. However, it is impossible to

3 The data used is expressed at fixed composition whenever possible. Fixed composition means that the whole
time series contains the data for all 18 countries, even if the evolution of the Eurozone was changing during the
time. The Eurozone was set up in 1 January 1999 by the following 11 countries: Austria, Belgium, Finland,
France, Germany, Ireland, Italy, Luxembourg, Netherlands, Portugal and Spain. Another countries joined the
Eurozone later on: Greece (2001), Slovenia (2007), Cyprus and Malta (2008), Slovakia (2009), Estonia (2011)
and Latvia (2014).

4 Standard errors of the estimated coefficients are indicated in parentheses below the parameters.
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say anything more concerning the value of the ¢ parameter on the basis of the historical data. For this reason,
the value of the @ parameter is not obtained using econometric techniques. Instead, various plausible values of
this parameter will be taken into account and consequences to the model properties will be analyzed.

The regression (11) was estimated by standard OLS for t € {2003 Q4,...,2014 Q3} as follows:

) = 003 1018, R =086. (12)
(0002) u, (0.02)
5 Equilibrium unemployment rates

Under the assumption of constant labor force L =L and separation rate s =s, the equation (1) is slightly
modified as follows:

S — ~
Uy = _(176 (s+f‘))+e (s+f,) Uy,
s+ f,

where u =U /L is unemployment rate.

This equation implies that a stationary unemployment rate u, = u satisfies
S (s 1(w)
0=| ———-u|(1-e ), (13)
s+ f(u)

where s =0.02 is the separation rate in 2014 Q3 (the last date in the dataset),
f (u) indicates that a stationary value of f isa function of a stationary unemployment rate u .

In order to describe the function f (u) in more detail, let’s start with the equilibrium value of market tight-
ness, which is obtained from (12)

1
6(u)=0.03-—-0.18. (14)
u

t

From now on, I will return to the specification (8), which yields a stationary value of market tightness in the

following form
1
9(u)=max|:[0.03~7—0.18j,g:|. (15)
u

Different values of the lower bound @ >0 will be discussed later in this section.
The probability of finding a job in a stationary state is obtained from (10)
F(u)=e""-0(u)™ (16)
and the corresponding job-finding rate is
f(u)=-I(-F(u)), a7
which defines the function f (e) in the equation (13).

Equation (13) is nonlinear, hence multiple solutions may exist. The expression on the right hand side of (13)
is a function of the variable u , which will be denoted g (u)

g(u)z(;—uj»(l—e’(“'“”). (18)

s+ f(u)
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The function g(u) calculated on the assumption that @ = 0.01 (graph (a)) and & = 0.04 (graph (b)) is de-
picted at the following figure

lower bound ¢ = 0.01 lower bound 6 = 0.04
Figure 6a goes here Figure 6b goes here
@ (b)

Figure 1: Equilibrium unemployment rates for different values of the lower boundary of market tightness Q.

In the graph (a), we can see that there are three solutions of the equation g (u) = 0. Therefore, three equilib-
rium unemployment rates u' =0.08, u® =0.14 and u® =0.21 exist in this case. The equilibriums u' and u® are
stable, while the equilibrium u? is unstable. This follows immediately from the fact that the value g(u, ) can be

interpreted as u,, —u, . In the graph (b), it is shown that the equilibrium u® disappears if the lower boundary for
the market tightness is at least 0.04.

6 Economic consequences of multiplicity

Market tightness in the Eurozone was 0.34 at the beginning of the economic crisis in 2007. Since then, it has
been practically falling steadily and reached a minimum value of 0.13 in 2013.

From these facts, it seems to me that the market tightness could quite easily fall below 0.04. A multiple equi-
librium model of the labor market is thus more suitable for describing unemployment dynamics in the Eurozone
during the current economic crisis than a traditional model with unique equilibrium.

The existence of multiple equilibrium unemployment rates in my model can be explained by a less effective
labor market during times of high unemployment. Firms open only a few vacancies during a recession (crisis)
because demand for their output is low. For this reason, it is hard for unemployed workers to find jobs, which
maintains unemployment at high levels and prevents its return to a lower equilibrium point.

Note that the unemployment rate in the Eurozone was 0.12 in 2013, which is very near to the unstable equi-
librium u®. The future dynamics of the unemployment rate are thus unclear. It is probably the case that a small
negative shock would cause the unemployment rate to converge to the equilibrium u®. On the other hand, a

positive shock may lead to convergence at the point u'.

The message for policymakers is that it seems reasonable not to wait until it is too late to make the unem-
ployment rate converge to the lower equilibrium u*. Some years from now, the unemployment rate might be on
its way to the equilibrium u® well above the point u®.

7 Conclusion

This article contributes to the existing literature by introducing the Keynesian principle of weak aggregate de-
mand into the basic model of the labor market.

The significant finding is that incorporating the principle of weak demand gives rise to a multiplicity of equi-
librium unemployment rates. It was shown in this paper that there are two stable equilibrium points, provided
that the number of unfilled vacancies (market tightness) is sufficiently low in times of high unemployment. Simi-
lar results were obtained by Kaplan, Menzio (2015), who calibrated their model for the US economy and found
that the feedback between employment and product market generates multiple equilibriums.

There are two stable equilibrium unemployment rates for the model econometrically estimated for the Euro-
zone. The lower stable equilibrium unemployment rate attains a value of 0.08. The higher stable equilibrium
emerges when market tightness is allowed to fall below a value of 0.04. The lower it is allowed to fall, the higher
the second stable equilibrium. Specifically, if the lower boundary for market tightness is 0.01 then a higher equi-
librium would attain a value 0.21.

There is also an unstable equilibrium unemployment rate, which equals 0.14. The importance of this lies in
the fact that the unemployment rate in the Eurozone was 0.12 in 2013. The labor market in the Eurozone is thus
very close to unstable equilibrium these days. In such a situation, only a tiny negative shock could cause the
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unemployment rate to converge to a higher stable equilibrium. Similarly, only a small positive shock may lead
the convergence to the lower equilibrium point.
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Revisited Zero-Crossing Method for
Hurst Exponent Estimation in Time Series

Martin Dlask!, Jaromir Kukal', Quang Van Tran'

Abstract.  Fractional Gaussian noise (fGn) is a stochastic process whose
properties can be used for estimating Hurst exponent (H) and fractal dimension
of original integrated process. Traditional methods provide point estimation
of zero-crossing probability, and therefore only single value of the exponent
H. Our innovative approach is based on signal segmentation — using Bayesian
analysis we can determine mean and confidence interval for Hurst exponent
in each particular segment. Moreover, we are able to obtain its aggregate
estimate by utilizing all statistical features calculated at the interval level. The
optimal segmentation of fGn sample is performed on the basis of unimodal
principle. The methodology of optimal segmentation is subsequently applied
to the analysis of stock market indices and the results are compared with values
obtained by using standard technique of fractal dimension estimation.
Keywords: Time series, fractional Gaussian noise, zero-crossing rate,
Bayesian approach, optimal segmentation, stock market.
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1 Introduction

Precise estimation of the Hurst parameter of a time series is one of the most difficult problems in fractal
geometry. Since the most mathematical formulas are valid only in fully continuous world, it is extremely
important to develop accurate estimation methods for analysing discrete real-valued data, such as signal
samples, time series or samples of stochastic processes.

Fractional Brownian motion (fBm) and fractional Gaussian noise (fGn), invented by Mandelbrot [7],
belong to the well-known continuous random processes with fractal patterns. These two processes are
both dependent on Hurst parameter H and can be converted to each other by means of differencing in the
case fBm—fGn or cumulative sum in the latter case. Therefore, it is sufficient to investigate one of them
at once and utilize its properties for accurate parameter estimation. However, not only accurate point
estimate is essential for fractal analysis, the model error and other statistical indicators need to be taken
into account as well. Since the majority of financial time series tend to have independent increments
causing their Hurst parameter to be very close to 0.5 (Sang [9], Couillard [3]), it is necessary to obtain
additional information regarding to the fractal dimension.

In this paper we investigate the properties of fGn and on the basis of traditional zero-crossing method
we improve the point estimate of H with mentioned additional characteristics such as standard deviation
and appropriate confidence intervals. Whereas the standard approach does not provide any, our improved
method can recognise more fractal patterns in the time series and therefore it can be a starting point for
later multi-fractal analysis.

2 Traditional zero-crossing approach

The number of zero-crossings (or level crossings) of Gaussian processes and its relevant fractal properties
were published in several papers by Azais [1], Feuerverger [4] and Couerjolly [2]. The main result of these
studies is the dependence of Hurst parameter on the probability of zero-crossing of random continuous

IFNSPE CTU, Brehova 7, Prague, Czech Republic,
dlaskmal@fjfi.cvut.cz, jaromir.kukal@fjfi.cvut.cz, quangvan.tran@fjfi.cvut.cz
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nowhere differentiable process at fixed interval. Our aim is to improve the method by analysing the
number of zero-crossings of fGn process and to deduce the formula another way.

Suppose x, = xi(H) is a sampling of fGn process with parameter H, zero mean and unit variance on
fixed interval for k = 1,..., N + 1. The appropriate autocorrelation function pj, [7] equals

1 .
Pk 5(\k+1\2H 20k + [k —12H) . (1)
We denote the first autocorrelation coefficient by p = p; = 22#~1 — 1. The probability density function
of two consecutive sample elements is
1 1 2 2
flag, wpgr) = P exp T (2} — 2px@is + Thg) ) (2)
therefore the probability of zero-crossing equals
+00 00 1
p* = prob (zprps1 < 0) = p2 / / ex ( ] (2® + 2pzy +y )) dady. (3)
0 0

Using the substitution £ = (pz + y)(1 — p?) 3 and n = 2 one obtains

2 2
= %// exp (75 ;n ) dédn, (4)
v

where O* = {(/M +y),x/1 — ) eR?:a,y€ R+}. Substituting £ = rcosp and n = rsinp the
crossing probability can be expressed as

Pmax

/ dy- /exp (77T> gy — Pmax = Pmin_ B

‘Pmm

Due to the form of area O* we have Ymin = 0 and @max equals

arctan Y 1;’32 p>0 ©)
Pmax = s .
7 — arctan 1‘;{]2) otherwise
Utilizing equations (5) and (6), it is possible to express the probability p* as
1 P
p* = = arccot ——— 7
- T ()
and finally using the identity p = 227~ — 1, the point estimate of Hurst parameter H equals
H =1+ log, cos %, (8)

which is revisited form of well-known formula published by Couerjolly [2], originally in the form
1
H= 5(1+logQ(1+e|cos(7r~SN)\))7 9)

where the relative number of zero crossing Sy with respect to the sample length N and € = sgn (H - %)
are assumed to be known.

116



Mathematical Methods in Economics 2015

3 Bayesian estimation of crossing probability

We already know how to obtain point estimate of H with given fGn sample of length N + 1 — if the
number of zero-crossings in the sample equals Z, we can approximately express H as
Tz

2N (10)

H ~ 1+ log, cos

Unfortunately, from formula (10) we do not know the distribution of Hurst exponent H neither the
distribution of zero-crossings p*. Suppose, that the probability p* is known for investigated sample.
Then the number of zero-crossings Z comes from binomial distribution Z ~ Bi(V, p*) with probability
density function

* N * * —
i) = (5 )or)? - (=) 2. ()
Using the Bayesian inverse rule [5], the posterior probability density equals

P)* (1 —p)N?

1012) = g N 7T

(12)
where B(p, q) is the standard beta function. We can generalize the result by means of using Dirichlet

prior as
() —p)~"

Bl—-a,1—a)’ (13)

ferior(P") =

for parameter o € [0,1). After the application of Bayesian rule, we get the posterior probability for p*
in the form

(p*)Z—a(l _p*)N—Z—u
BZ+1-a,N-Z+1-a)’

therefore the probability p* comes from Beta distribution p* ~ B(Z +1— o, N — Z + 1 — «). Different
estimates of p* can be obtained for different choices of parameter «, however it is reasonable to consider
only natural Bayesian approach with o = 0 or Jeffreys-Perks law [6],[8] with o = 1/2.

frost(p*|Z) = (14)

4 Segmentation and Hurst exponent estimation

When trying to find different fractal patterns (different H values) in the investigated signal, it is necessary
to divide the original sampling into disjoint segments and determine the statistical features in each
interval separately. Function (14) describes the probability of zero-crossing in the fGn sample in general
— considering the segmentation into L disjoint segments, each with N+ 1 elements, the probability fi,(p)
of zero-crossing of the whole signal sample with L - (N 4 1) elements equals

L —a —a—27
=Y g
L L&B(Zy+1-o,N-Zy+1-a)’

(15)

where Zj; is the number of zero-crossings in k-th segment. The function fi,(p) should be unimodal for
all L only under the fGn assumption of the whole sample with the same H in each block. Nevertheless,
considering real data, where the input sample contains significantly different number of zero-crossings in
each segment, the function f1,(p) is likely to have more peaks whose amount is dependent on parameter
L > 1. For certain L* large enough the function becomes unimodal and we denote this number as the
optimal segmentation of the given sample defined as

It 1 fr(p) is unimodal for all L € N
min{L > 1: fr(p) is unimodal} otherwise

On the basis of the function f7(p) we can determine the boundaries pmin, Pmax Of confidence interval for
p with confidence level a as

Pmin

[ =15, (16)
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Pmax

fr(p)dp=1-
0

o | 21

(17)

Equation (15) together with point estimate of H from equation (8) provide the expected value of H
in the form

E(H) =1+ / o) log, cos Zap (18)
and variance o2 . o,
o = [ (14108 cosB) oo - (© 1 (19)
Finally, we obtain the boundaries of confidence interval for H as
Hyin = 1 + log, cos %a (20)
Hpmax = 1+ log, cos %, (21)

where pmin and pmax were calculated from (16) and (17) with given confidence level a.

5 Application to stock market indices

Once the principle of optimal segmentation is known, it can be applied to the development of stock
market indices. We analysed the segmentation of nine time series showing the performance of each
stock market. At first it is necessary to investigate the behaviour of segmentation-dependent probability
density. Probability density function f,(p) for TSX stock market index is depicted in Figure 1 for a« = 1/2
and L = 2 (top left), 4 (top right), 7 (bottom left) and optimal segmentation L* = 12 (bottom right).
Results for a = 0 show similar behaviour, therefore we consider only the case a = 1/2 in the following
calculations. Statistical calculations and visualisations were performed in the Matlab environment and
therefore all the tables and figures included in this paper are results of own computations.

L=2 L=4
0.03 0.02
0.015
0.02
g g, oo
0.01
0.005
0 0
0 05 1 0 05 1
L=7 L'=12
0.01 0.01
2 0005 2 0005
0 0
0 05 1 0 05 1
P P

Figure 1 Bayesian density for various sizes of segmentation blocks of TSX.

With increasing number of segments L the support of function fr,(p) extends while the total range
decreases causing the unimodal property for large parameters L. It is generally not true that the function
is unimodal for all parameters L > L*. We demonstrate this fact in Figure 2 showing the 95% confidence
intervals and mean values of H for all feasible divisions with unimodal f7(p). The optimal segmentation
occurs for L* = 5, however, the function has not unique peak for all 5 < L < 10. Once the segmentation
on L intervals is fine enough, the new additions to segmentation-dependent probability distribution are
no longer significant to spoil the trend of the whole function obtained by dividing into L — 1 blocks.
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Figure 2 95% confidence intervals for feasible segmentations of CAC40.

Table 1 shows the traditional point estimate (10) of H together with expected values and 95% confi-
dence intervals obtained by Bayesian approach without segmentation (for L = 1) and revisited approach
showing the parameter of optimal segmentation L* and appropriate statistical characteristics. When
the parameter of optimal segmentation equals 1 (for DAX,HST and SMI), it means the function fr(p) is
unimodal from the beginning signifying more or less constant parameter H in the entirety of the signal.
NASDAQ and TSX are the stock markets whose Hurst parameters varies in time a lot, because their
optimal segmentation parameter equals 14 and 12, respectively.

index traditional method | no segmentation (L = 1) optimal segmentation

H* EH 95% CI L* EH 95% CI
CAC40 0.4745 0.4672 (0.4435; 0.4909) | 5 0.4652 (0.3746;0.5545)
DAX 0.5007 0.4790  (0.4556; 0.5023) | 1 0.4790 (0.4556;0.5023)
FTSE 0.5502 0.4906 (0.4676; 0.5135) | 3 0.4863 (0.4361;0.5482)
HSI 0.5664 0.4974 (0.4746; 0.5201) | 1  0.4974 (0.4746;0.5201)
NASDAQ 0.5631 0.5584  (0.5375; 0.5792) | 14 0.5418 (0.4008;0.7136)
NIKKEI 0.4583 0.4553  (0.4312; 0.4793) | 3 0.4532 (0.4034;0.5068)
SMI 0.5303 0.5087  (0.4863; 0.5310) | 1  0.5087 (0.4863;0.5310)
SP500 0.4722 0.4456  (0.4212; 0.4699) | 6  0.4460 (0.3225;0.5628)
TSX 0.6107 0.5646  (0.5439; 0.5852) | 12 0.5607 (0.3957;0.6992)

Table 1 Comparison of traditional and revisited method.

6 Conclusion

Knowing the probability density function of both Hurst exponent and zero-crossing rate, it is possible to
determine new statistical characteristics for H. Due to the application of novel methodology, we obtain
usually wider confidence intervals for the majority of stock markets. However, the optimal expected
values remain almost the same in comparison with the case without segmentation. In most cases, larger
confidence interval indicate that the specific index does not follow the same fractal behaviour during the
entire investigated period. Therefore the method is able to find new fractal patterns by means of dividing
original signal — when the optimal segmentation is reached, the estimates are more realistic and therefore
useful for further analysis such as investment recommendations or predictions.
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Determinants of job and skill mismatch in the graduate labour
market
Zuzana Dlouha!

Abstract. The paper investigates determinants of job and skill mismatch among the
university graduates from the University of Economics, Prague. The data were ob-
tained from the international cross-sectional Flexible Professional in the Knowledge
Society (REFLEX) survey that collected information regarding the labour market sta-
tus of the higher education graduates five years after graduation. The method of binary
logit model with vertical and horizontal mismatch as dependent variables was used.
As factors of mismatches graduate’s characteristics, education and early career expe-
rience were employed in the models. Several hypotheses were tested, such as ad-
vantage of male graduates and graduates with highly educated parents for a better
match between education and occupation, or that type of contract at current work of
the respondent can work as trade-off between tenancy and job match.
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1 Introduction

Qualitative mismatch between educational level of employees and that required by the jobs available in the labour
market is one of the most discussed dimensions of the job and skill mismatch that mainly affects university grad-
uates. The discrepancies between qualifications and skills that individuals possess and those needed by the labour
market negatively affect economic competitiveness and growth, increase unemployment, undermine social inclu-
sion, and generate significant economic and social costs. From the micro-level point of view mismatches in job/ed-
ucation and skills lead to lower job satisfaction and lower salary than properly matched [4], but we have to be
careful when interpreting these conclusions: educational requirements for a certain job can rise over time, individ-
uals can be overqualified due to low ability for that level of qualification or they chose to work at less stressful
work, etc. [2]

In the study, we partially followed the approach introduced in [3] where determinants of mismatching in four
countries (Hungary, Poland, Lithuania Slovenia) were investigated such as age, higher parental education, study-
related work experience, etc. The main finding of the study is that mismatch in first occupation has strong and
long lasting effect on the job match even five year after the graduation. We were also inspired by the study in
which factors of dissatisfaction with chosen study programme were investigated and variable horizontally mis-
matched at first job were confirmed as statistically significant [1].

The aim of this paper is to determine factors of job and skills mismatch among the university graduates from
the University of Economics, Prague. We tested the hypotheses as follows: male graduates and graduates with
highly educated parents, and graduates with work experience (both study and non-study-related) can have an ad-
vantage for a better match between education and occupation, and that type of contract can work as a trade-off
between tenancy and job match.

The paper is composed of chapters as follows. Chapter 2 describes the methodology and dataset together with
variables included in the models, Chapter 3 explores the determinants of educational (horizontal and vertical) and
skills mismatch among university graduates. In Chapter 4 we summarize our findings.

2 Methodology and data

We briefly introduce methodology used for determining the factors of job and skill mismatch within the following
section. Next we describe the analysed dataset and provide basic descriptive statistics of the variables incorporated
into models.

! University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, e-mail:
figlova@vse.cz.
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2.1 Binary choice model
We consider a class of binary response models of the form [5]:

P(y = 1|x) = G(Bo + Brx1 + -+ + Pixi) = G(Bo + xB), @
where G is a function taking on values strictly between 0 and 1: 0 < G(z) < 1, for all real numbers z. For the
estimation of response probabilities we use logit model, hence G is the logistic function:

oz
G(@2) = 7=40), @

which has values between 0 and 1 for all real numbers z and this is the cumulative distribution function for a
standard logistic random variable. The expression P/(1 — P) presents odds ratio in favour of the occurrence of an
event. If we take the natural log of this expression, the result is

L=1In—2o=f, +xB, ®

and L (logit, hence the name logit model) is the natural log of the odds ratio linear in x and in parameters.

We use the maximum likelihood method for the estimation of the logit model. This method is consistent, normally
distributed and efficient in large samples.

Marginal (partial) effect for continuous explanatory variable on p(x) = P(y = 1|x) is obtained from the par-
tial derivative:

Bl = 9B + xR, @

where g(z) = i—z (z) is probability density function associated with G. Due to non-negativity of the density func-
tion, the partial effect of the x;j will always have the same sign as ;.

Marginal (partial) effect for discrete explanatory variable on the probability x« going from ci to ¢k + 1 is
G[Bo + Brx1 + Boxz ot Brc(cr + 1] = G(Bo + Prxy + Poxz + -+ + Brecy)- ()
Standard errors of marginal effects (4) and (5) can be calculated using e.g. delta method [4].

To analyse the correctness of the model several tests will be run. For testing multiple restrictions the likelihood
ratio (LR) as a twice the difference in the log-likelihoods is used:

LR = 2(Lyr — Ly), (6)

where Ly is the log-likelihood for the unrestricted model and L, is the log-likelihood for the restricted model. We
test the joint null hypothesis that all slope coefficients are zero. As a goodness of fit we calculate the following
McFadden’s R%

McFadden’s R? =1 — (Lyr / Ly) ()]

Hosmer-Lemeshow and Andrews 2 tests as another comparison of the fitted expected values to the actual values
were used.

2.2 Data and variables

The data were obtained from the international cross-sectional Flexible Professional in the Knowledge Society
(REFLEX) survey that was held by the Education Policy Center, Charles University, Prague, in 2013. This project
is a large scale international project that has been carried out in 15 European countries and Japan and it was fi-
nanced as a Specific Targeted Research Project (STREP) of the European Union’s Sixth Framework Programme.
Altogether 21 public, and 15 private colleges and universities participated on this survey in the Czech Republic.
We were provided only with the sub-sample of graduates from the University of Economics, Prague that consists
of 1,704 respondents that graduated during the period 2008-2012 and that are currently employed. Respondents
were asked to exclude jobs they left within 4 months after graduation. Data was weighted by the proportion of
faculties, type of study, gender, economical status and year of graduating. Due to lack of answers in some variables
we use final dataset of 1,298 graduates.

We consider three specifications of the binary logit model, each with different dependent variable with differ-
ing between males and females. Firstly, dependent dummy variable Horizontal job mismatch where a graduate is
considered as mismatched when his/her job is not related to the field of study of the programme was constructed
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(model A). Second dummy dependent variable Vertical job mismatch mismatches level of education and current
graduate’s job (model B). Third dependent variable Skill mismatch variable is based on the response to a question
asking respondents to rate on a 1 (not at all) to 5 (very high extent) to which their skills and knowledge were
utilized in their job with a response 1 or 2 deemed consistent with overskilling (model C).

We included usual demographic characteristics: gender is coded as 1 for females, age is measured in years.
Parental highest earned education is distinguishing between mother’s and father’s education, coded as follows: 1
— elementary/basic school, 2 — secondary education with apprenticeship certificate, 3 — secondary education with
school-leaving exam, 4 — bachelor’s, master’s and doctoral type of study. Continuous variables related to work
experience, measured in months, differentiate between two options of the graduate’s job experience in study-re-
lated and non-study-related activities. Left first employment is dummy variable that distinguish those respondents
who still work in their first employment after five years of graduation from those who already left their jobs. We
also included number of jobs the graduate had during the labour market career until the data collection. Dummy
variable type of contract in the current occupation takes the value of 1 if the job is permanent in contrast to fixed-
term employment or self-employment and this variable test possible trade-off between job safety and mismatch.

In Table 1 we present mean and standard deviation of all variables. We can observe that 22.03% of the re-
spondents are horizontally mismatched at their first job, only 9.63% of them are mismatched vertically, and
51.39% of the graduates are skill mismatched. Average age of finishing the studies is almost 28 years. Mother’s
highest earned education is a little bit higher than father’s one, comparing 3.3621 versus 3.3482. We can conclude
that graduates work experience in study related field is in average 4 months longer that in non-study-related field.
Most of graduates have permanent type of contract (almost 78%).

Variable Mean Std. dev.
Horizontal job mismatch 0.2203 0.4146
Vertical job mismatch 0.0963 0.2951
Skills mismatch 0.5139 0.5000
Gender (female = 1) 0.6048 0.4891
Age 27.9769 3.4016
Father’s education 3.3482 0.8897
Mother’s education 3.3621 0.7863
Work experience (study related, in months) 27.5532 279.1236
Work experience (not study related, in months) 23.1960 277.7259
Left first employment (= 1) 0.6210 0.4853
Number of jobs 1.5609 0.8584
Type of contract (permanent = 1) 0.7766 0.4167

Table 1 Means and standard deviations of variables

3 Results

The main results of the binary logit estimation of nine different models (model A, B and C, all observations, female
nad male) specifications are presented below in Tables 2, 3, and 4. For all the estimations and further calculations
econometric software EViews 8 was used. As odds ratios with standard errors are not included in EViews 8, we
programmed own procedures. While the value of the coefficient does not give a clear interpretation of the rela-
tionship when using a binary logit model, the sign of the coefficient does have the same interpretation as with an
ordinary least square model [5].

From the results of model A in the Table 2 we observe that being female have positive effect on the probability
of horizontally mismatched at first job of the graduate, significant at 5% level. On the other hand, age of respondent
lowers this probability, however this variable is not statistically significant. There is no gender difference in esti-
mated model for significance of dummy variables related to working experience, both study and non-study-related.
Mother’s education in model A of females decreases the probability of being horizontally mismatched and is sta-
tistically significant when comparing to males (model A of males). Females are 1.359 times more likely than males
to be horizontally mismatched controlling all other variables on average when interpreting the odds ratio (3) from
full model. We reject the hypotheses that type of contract can work as trade-off between tenancy and job match.

The explanatory variables are also jointly highly significant in all models despite the relatively low value of
McFadden’s pseudo R% The results of Hosmer-Lemeshow (H-L statistics) and Andrews j? tests indicate small
difference between the fitted expected values and actual values. Therefore we cannot reject that the models are
providing an insufficient fit to the data.
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Full Female Male
Predictors Coeff. (SE) Odds Coeff. (SE) Odds Coeff. (SE) Odds
Intercept —0.716 (0.846) 0.489 1.300 (1.064) 3.668  —4.072 (1.480)***  0.017
Gender
(female = 1) 0.307 (0.147)**  1.359
Age ~0.038 (0.024) 0.963  —0.048 (0.031) 0.953  —0.034 (0.043) 0.966
Father’s
education 0.118 (0.092) 1.125 0.107 (0.107) 1113 0.153(0.182) 1.165
Mother’s
education —0.172 (0.109) 0.842  —0.305 (0.130)** 0.737 0.053 (0.192) 1.054
Work exper.
(study related) —0.023 (0.004)***  0.978 —0.025 (0.005)***  0.975 —0.020 (0.008)**  0.980
Work exper.
(non-study-rel.) 0.015 (0.004)***  1.015 0.011 (0.004)** 1.011 0.027 (0.007)***  1.027
Left first
employment (=1)  0.388 (0.265) 1474 —0.169 (0.329) 0.845 1.645 (0.503)***  5.182
Number of jobs 0.224 (0.148) 1.251  —0.100 (0.197) 0.905 0.857 (0.254)***  2.356
Type of contract
(permanent = 1) 0.0002 (0.000) 1.000  —0.001 (0.003) 0.999 0.236 (0.288) 1.267
McFadden’s R 0.0612 0.0523 0.1118
LR statistics 83.738*** 45.680*** 54.650%**
N 1298 785 513
H-L statistics 19.873** 23.125%** 12.156
Andrews stat. 24.351*** 26.235%** 56.659***

*p <0.10, ** p < 0.05, *** p < 0.01
Table 2 Model A - determinants of horizontal job mismatch

The estimated coefficients and odds ratios of model B in which the dependent variable is vertical job mismatch
are presented in Table 3. Vertical mismatch is particularly more probable for older respondents (statistically sig-
nificant at 1% level). We see also strong effect for those who left first occupation. There is no proof of significant
causal relationship being horizontally mismatched and having a permanent job. More jobs during early career
increase the probability of the individual being vertically mismatched.

Full Female Male
Predictors Coeff. (SE) Odds Coeff. (SE) Odds Coeff. (SE) Odds
Intercept 1.473 (1.303) 4364 4750 (1.664)*** 11557 —4.426 (2.130)**  0.012
Gender
(female = 1) 0.528 (0.215)**  1.695
Age -0.128 (0.040)*** 0.880  -0.179 (0.052)***  0.837  —0.066 (0.063) 0.936
Father’s
education 0.057 (0.127) 1.059  0.071(0.142) 1.074  —0.009 (0.264) 0.991
Mother’s
education -0.478 (0.148)***  0.620 -0.640 (0.170)***  0.527 -0.103 (0.284) 0.902
Work exper.
(study related) -0.033 (0.007)*** 0.968  —0.035 (0.009)*** 0.965 —0.033(0.013)**  0.968
Work exper.
(non-study-rel.) —0.00006 (0.001) 1.000 0.001 (0.006) 0.999 0.00007 (0.001) 1.000
Left first
employment (=1)  0.774 (0.366)**  2.169 0.172 (0.430) 1.188 3.116 (0.963)***  22.548
Number of jobs 0.508 (0.187)***  1.661 0.198 (0.240) 1.219 1.466 (0.393)***  4.331
Type of contract
(permanent = 1) —0.0001 (0.001) 1.000  —0.001 (0.003) 0.999 0.0003 (0.001) 1.000
McFadden’s R? 0.0818 0.0897 0.1028
LR statistics 67.326*** 50.541*** 25.732%**
N 1298 785 513
H-L statistics 14.539* 7.664 10.843
Andrews stat. 18.362** 9.748 99.096***

*p<0.10, ** p < 0.05, *** p < 0.01

Table 3 Model B - determinants of vertical job mismatch
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Table 4 reports the results of model C — skill mismatching. We observe that younger graduates increase skills
mismatching in all models, and we can see also positive effect in study related working experience with no gender
difference. Respondents who already left first employment decrease the probability of skills mismatched when

comparing to vertical mismatch model B.

Full Female Male
Predictors Coeff. (SE) Odds Coeff. (SE) Odds Coeff. (SE) Odds
Intercept —0.525 (0.657) 0.592  -1.246 (0.860) 0.288 0.538 (1.078) 1.713
Gender
(female = 1) —0.126 (0.117) 0.882
Age 0.031 (0.018)* 1.031 0.045 (0.024)* 1.046 0.008 (0.029) 1.008
Father’s
education —0.016 (0.076) 0.985  -0.085 (0.094) 0.918 0.107 (0.134) 1.113
Mother’s
education 0.078 (0.088) 1.082 0.153 (0.112) 1.165  —0.009 (0.146) 0.991
Work exper.
(study related) 0.012 (0.003)***  1.012 0.011 (0.004)***  1.011 0.015 (0.005)*** 1.015
Work exper. (non
study related) —0.003 (0.003) 0.997  -0.003 (0.004) 0.997 —0.003 (0.006) 0.997
Left first
employment (=1) -0.537 (0.215)**  0.585  -0.435 (0.272) 0.647  -0.698 (0.354)** 0.498
Number of jobs —0.173 (0.123) 0.841  -0.070 (0.158) 0.933  -0.293(0.197) 0.746
Type of contract
(permanent = 1) —0.00006 (0.000) 1.000 0.001 (0.005) 1.001  -0.237(0.231) 0.789
McFadden’s R? 0.0251 0.0246 0.0359
LR statistics 45.104*** 26.727*** 25.443%**
N 1298 785 513
H-L statistics 14.873* 13.831* 9.254
Andrews stat. 14.787 14.621 9.413

*<0.10, ** p < 0.05, *** p < 0.01

Table 4 Model C - determinants of skills mismatch

4 Conclusion

The analysis determines the factors of being mismatched horizontally and vertically with job, and skills mismatch-
ing. We used the data of graduates from the University of Economics, Prague, within five years after graduation.
The main factors of mismatching are: gender (horizontal and vertical mismatching), age (skills mismatching) of
the respondent and selected early effects, such as working experience (both study and non-study-related), and left
first employment. The results of the study are similar to results found by [3] in the term of the same sign and
significance of estimated regression coefficients for the following variables: age of the respondent, left first em-
ployment, and number of jobs.

In the future, we plan to widen this study in terms of comparison of job and skills mismatching with other univer-
sities in the Czech Republic. A comparison with other countries participating in the REFLEX survey is also pos-
sible. One can also compare results with previous years in order to evaluate possible developments in time. We
also consider estimate the impact of mismatches on wages.
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Long-Term Trendsin Efficiency of National Health Systems: An Evaluation
by Two-Stage Data Envelopment Analysis.

Martin Dlouhy

Abstract. The objective of the paper is to evaluate efficief national health
systems of developed countries from a long-ternspestive. The data on health
systems come from three sources: OECD Health 6¢ati2014, European Health
for All Database and Eurostat. The sample incli@esleveloped countries for the
period 1990-2010. Two-stage data envelopment aisalw&s used as a non-
parametric method of efficiency evaluation. Effisdg evaluation of health systems
was divided into two parts: efficiency of healtlsoarces to produce health services
and efficiency of health services to produce heafttpopulation. The efficiency
scores suggest some improvements in efficiencyatibnal health systems in the
long-term. These results are the same for both ané-two-stage data envelopment
analysis, for both constant and variable returrsctde.

Keywords: health systems, data envelopment analysis, effigievaluation.
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1 Introduction

Efficiency evaluation in health care is a theowdt@s well as a practical problem. Health carenigaplication
field with specific context and characteristicsidfi output (health improvement) is hard to measun@ hard to
express in monetary values; the causality betweyeut iand output is not always certain; apart fréficiency of
health system, equity and moral principles haviedorne in mind; there is usually a high variatioemand
for services [6]. But this complexity is the reasshy health care as an application field is so lehgiing for
researchers.

One of the most comprehensive attempts to evapmt®rmance of health systems was The World Health
Report 2000 [14]. The World Health Report presergadndex of national health system’s attainmermt an
index of performance relative to potential. Thessasures are based on five goals: the level andbdisbn of
health, the level and distribution of responsivengfsthe system to the legitimate expectation$iefgopulation,
and fairness of contribution to financing the heaystem. An important objective is to see what ceue learn
from the best. The World Health Report aims to state a debate about better ways of measuringealt
systems performance and thus finding a successfuldirection for health systems to follow. Five etijves
(achievements) were identified and a survey of I@3fondents was conducted to derive a set of weejyH].

If only outcomes of health system are considereel Report talks abouatttainment The second question is
what a health system should be able to achievetivttsame level of resourcegerformanceThe resources are
measured as per capita health expenditure in iaiemal dollars. The World Health Report suggeht to
assessrelative performancerequires a scale, one end of which establishesugper limit or frontier,
corresponding to the most that could be expected bkalth system. Thiontier represents the level of
attainment which a health system might achieve,whith no country surpasses. The similar termslative
performanceor efficiencyfrontier - are used in the data envelopment analysis (D&hjch is a method of the
production function approximation based on lineargpamming. DEA uses guantities of inputs consuaed
outputs produced to calculate the relative efficies of units in the sample. The relative technéétiency is
defined as the ratio of total weighted input t@taeteighted output or vice versa. DEA permits eaci to select
its own weights. It is assumed that each unit @ty in this analysis) will select the weightstth@aximize its
own efficiency ratio. The efficient frontier repeggs the maximum amounts of output that can beywexd by
the given amounts of input or, alternatively, thenimum amounts of inputs required to produce theegi
amount of output.

We provide a comparison of fundamental charactesistf the World Health Report 2000 methodology and
data envelopment analysis in Table 1. Both mettumfes are able to deal with multiple inputs andbatg and
offer the performance score and the estimatiorraftfer. The approaches differ in the possibilifycountry’s
individual weights allowed in DEA. The World HeaReport, when analyzing the stewardship, also esipbs

1 University of Economics, Dept. of Econometric&/V4 Churchill Sq., Prague, Czech Republic, dlouhy@azs
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the role of democratic government to select natipneferences (i.e. weights) to the objectives [T4jerefore
the information on individual weights might be irgsting. Another advantage of DEA is the possipiiit offer

a given country a group of peers, which consistcaintries with the same preferences/the sameivelat
performance in individual objectives.

World Health Report 2000 Data Envelopment Analysis
Multiple inputs and outputs
Dealing with multiple outputs and inputs Dealingtwinultiple outputs and inputs
Weights

Weights are constant for all countries - basedWeights are individual for each country - set by
on a survey among experts the DEA model with assumption of

performance maximization

Production Frontier Estimation

Econometric methods Linear programming

Results
Overall performance Technical efficiency (= performance ranking
(ranking, potential performance) and potential performance)

Individual weights (= country’s preferences)
Reference set (= peer countries)

Table 1 Comparison of Methodologies: The World Health Ré2600 and DEA

Our aim is to contribute to the debate on efficieneasurement in health care. The objective ofgtidy is
to evaluate efficiency of national health systerfisatected developed countries from a long-ternsypective by
using data envelopment analysis.

2 Dataand Methods

Data

The data on national health systems come from $waeces. The primary source of data wasQR€D Health
Statistics 2014Some data and some new countries were addedtfi®@BEuropean Health for All Databasend
from the Eurostat The database includes 32 developed countrieshi®rperiod 1990-2010. We observe
development in the countries in ten-year interviidas we can maximally have 3 observations for eathtry.
Unfortunately, many cases had to be deleted frasttmple due to missing data. Finally, we were @blese
10 observations from the year 1990, 25 from the 2680, and 20 from the year 2010.

Efficiency evaluation of national health systemssveivided into two steps (stages): efficiency oéltte
resources to produce health services (Stage 1flistency of health services to produce healtlpopulation
(Stage 2). In Stage 1, the inputs comprise the rurmmbphysicians in full time equivalents and tb&at number
of hospital beds, while the outputs (intermediatedpcts) comprise the number of hospital dischaegesthe
number of outpatient contacts. In Stage 2, thetsypomprise the outputs of Stage 1 (the numberospital
discharges and the number of outpatient contactd)the outputs comprise the total population are lifie
expectancy at birth (in years).

Data Envelopment Analysis

For efficiency evaluation, we will use data envelegmt analysis (DEA), which is able to deal multipiputs
and outputs and with the two-stage efficiency medBIEA uses quantities of inputs consumed and ¢sitpu
produced to calculate the relative technical efficiy of a decision-making unit. The relative techhefficiency

of the unit is defined as the ratio of its totaligirged output to its total weighted input or, vieersa, as the ratio
of its total weighted input to its total weightedtput. DEA was developed by Charnes, Cooper, arati&hin
1978 [2]. Since 1978 a great variety of DEA modeish various extensions and modifications has been
developed and used for a great number of applitatio the public and private sector (for example[43 [5]

(-

For each production unit DEA (a) calculates thecifficy score; (b) determines the relative weighfts
inputs and outputs; and (c) identifies the peersefach unit that is not technically efficient. Theers of an
inefficient unit are technically efficient units thisimilar combinations of inputs and outputs. Pleers serve as

128



Mathematical Methods in Economics 2015

benchmarks which show potential improvements timainafficient unit can attain. Because the peeesreal
production units, the efficiency improvements ateinable.

Hollingsworth [8] reviewed 188 papers on frontiéficiency measurement in health care. The reviewnipa
included DEA-based methods that dominated thealitee; however, there was also an increasing numiber
parametric techniques, such as stochastic froatialysis. DEA became quite popular as a methodficfemcy
evaluation in health care in the Czech Republie,(fd] [11] [13]).

Two-Stage DEA M odel

In the two-stage DEA model, we model each unitnasgub-units connected in series [12]. The twoestagdel
is one of the so-called network DEA models (e.§.[ID]). In this study, we first assume for botlages an
output-oriented model with the constant returnscale (CRS). For Stage 1 and sub-unit 1 of gimie solve:

maximize A €'s +e's),
subject to XA+ =Xq ()
YA -s'= AqYar

A:120,520,5720,

wheregy is the efficiency score,, is the vector of variables,”, s, are the vectors of slack variableg andy,

are the vectors of inputs and outputs of the evetLianitqg, X is the matrix of inputs and is the matrix of
outputs (intermediate products,= (1, 1, ..., 1), and is the infinitesimal constant. The production umis

technically efficient if the optimal value of vabie ¢4 is one and all slack variables equal zero. Foge&staand
sub-unit 2 of production ung we solve:

maximize Bq-e (€S +€'s),
subject to YA +S =Yg @
A - S = gz,

A220,8"20,5" 20,

where gy is the efficiency score,, is the vector of variables;”, s, are the vectors of slack varlablgg,andzq
are the vectors of inputs and outpuifsis the matrix of inputs and is the matrix of outputs’ = (1, 1, ..., 1),
ande is the infinitesimal constant. Finally, the eféaocy of the whole unij is computed from:

maximize @-c(€'s +€'s),

subject to YA+S =y, )
ZA-S = @z,
A=0,s20,5 20,
Yq = YAy,

Whereq/zq is the efficiency scoré, is the vector of variabled, is the vector obtained from Stage 1 program (1),
s, s are the vectors of slack variablgsandz, are the vectors of inputs and outpyts,is the expected value of
inputs (intermediate products) in case of efficieit Stage 1Y is the matrix of inputs and is the matrix of
outputs,eTz (1,1, ..., 1), and is the infinitesimal constant. The models (1-3) aolved for each uni =1, 2,
N

For a comparison, we also solve the one-stage DBdeirthat does not divide production units to sokisu
The one-stage model treats each unit as “black byxtonsidering only inputX and final outputsZ. The
model has the form:

maximize a-¢ (€'s +€'s),
subject to XU +S =Xq, 4)
Zu-s" =6z,

u=0,s"20,5 >0,

where g, is the efficiency scorgqy is the vector of variables. The two-stage and the-stage DEA models with
variable returns to scale (VRS) can be definedcayielly.
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3 Results

All computations presented here were made by tham@ation software LINGO (developed by LINDO
Systems). First, we used the CRS model for effmyegvaluation of health systems. The CRS modelsgitie
most pessimistic estimates of real efficiency odiltiesystems because one can hardly expect thatlkgon
between health services and health is linear aaidath assumption of constant returns to scale hbldeever,
this worst-case scenario represents a useful bearghifhe efficiency scores of the CRS model arersarzed
in Table 2 that shows scores calculated for eaafesttotal efficiency calculated by the two-stageADmodel,
and for a comparison of models, efficiency scomsutated by the traditional one-stage DEA modekcdhd,
we calculated the efficiency score by the VRS mdHat is probably more appropriate to model thatiehs
between the inputs and outputs in a health systepecially in Stage 2 (Table 3).

Stage 1 Stage 2 Two-Stage M odel One-Stage M odel

$g;’r”1ry Resour ces/Ser vices Services/Health Total Efficiency Resour ceyHealth

1990 2000 2010 1990 2000 2010 1990 2000 2010 1990 2000 2010
Albania 0.65 1.00 0.65 1.00
Armenia 0.36 0.17 0.38 1.00 0.14 0.17 0.31 0.38
Austria 0.72 0.73 0.67 032 0.28 027 023 020 018 044 034 0.28
Belgium 0.66 0.63 0.30 0.31 0.20 0.20 0.46 0.45
Bulgaria 0.61 0.32 0.19 0.41
Czech Rep. 0.82 0.76 068 024 022 0.22 020 0.17 0.15 048 0.38 0.36
Denmark 0.66 0.45 0.29 0.52
Estonia 0.68 0.65 0.38 0.42 0.26 0.28 0.49 0.59
Finland 0.84 0.39 0.32 0.54
France 0.71 0.70 0.29 0.31 0.21 0.21 0.39 0.39
Germany 0.71 0.70 0.27 0.22 0.19 0.16 0.39 0.34
Greece 0.44 0.59 0.48 0.44 0.21 0.26 0.41 0.40
Hungary 0.97 0.86 0.21 0.22 0.20 0.19 0.48 0.45
Iceland 0.69 1.00 0.69 1.00
Israel 0.81 0.31 0.25 0.53
Italy 0.60 0.35 0.21 0.34
Japan 1.00 0.85 0.39 0.35 0.39 0.29 0.65 0.57
Korea 1.00 0.29 0.29 0.64
Latvia 0.64 0.75 066 0.27 037 038 0.17 028 025 0.39 049 0.52
Lithuania 0.68 0.69 0.30 0.29 0.20 0.20 0.38 0.38
Luxembourg 0.61 0.86 0.52 1.00
Mexico 0.49 0.63 1.00 0.86 0.49 0.54 1.00 1.00
Netherlands 0.47 0.52 0.44 0.45 0.21 0.23 0.51 0.53
Norway 0.79 0.41 0.33 0.47
Poland 0.79 0.34 0.26 0.58
Portugal 0.44 051 057 066 058 052 029 030 030 051 052 052
Romania 1.00 1.00 0.35 0.35 0.35 0.35 0.66 0.54
Slovakia 0.91 0.24 0.22 0.41
Slovenia 0.82 0.38 0.31 0.64
Sweden 0.69 0.79 100 057 057 052 039 045 052 050 054 0.65
Turkey 0.70 1.00 0.77 0.33 0.53 0.33 1.00 0.78
UK 0.75 0.41 0.31 0.65
Average 059 071 076 047 045 039 0.27 029 0.29 050 0.54 0.56

Table 2 Efficiency Scores 1990 — 2010 (Constant ReturrScale)
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Stage 1 Stage 2 Two-Stage M odel One-Stage M odel

52;“"3/ Resour ces/Ser vices Services/Health Total Efficiency Resour cesHealth

1990 2000 2010 1990 2000 2010 1990 2000 2010 1990 2000 2010
Albania 0.69 1.00 0.97 1.00
Armenia 0.37 0.18 0.89 1.00 0.89 0.90 0.89 0.90
Austria 0.73 0.74 068 093 096 099 093 096 099 093 096 0.99
Belgium 0.66 0.64 0.95 0.98 0.95 0.98 0.96 0.99
Bulgaria 0.61 0.88 0.88 0.88
Czech Rep. 0.83 0.77 0.69 088 092 0.95 088 092 095 088 0.92 0.95
Denmark 0.69 0.95 0.94 0.95
Estonia 0.73 0.75 0.88 0.94 0.88 0.94 0.88 0.94
Finland 0.85 0.96 0.95 0.96
France 0.93 0.90 0.97 1.00 0.97 1.00 0.97 1.00
Germany 1.00 1.00 0.97 0.98 0.97 0.98 0.96 0.99
Greece 0.45 0.59 0.95 0.96 0.94 0.96 0.95 0.96
Hungary 0.98 0.87 0.88 0.91 0.88 0.91 0.89 0.92
Iceland 1.00 1.00 1.00 1.00
Israel 0.84 0.97 0.97 0.97
Italy 0.77 0.99 0.98 0.99
Japan 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Korea 1.00 0.98 0.98 1.00
Latvia 0.65 078 069 086 087 091 086 0.87 091 0.86 087 0091
Lithuania 0.70 0.70 0.89 0.91 0.89 0.90 0.89 0.91
Luxembourg 1.00 1.00 1.00 1.00
Mexico 0.49 0.63 1.00 1.00 0.95 0.98 1.00 1.00
Netherlands 0.47 0.52 0.95 0.97 0.94 0.96 0.95 0.97
Norway 0.82 1.00 1.00 1.00
Poland 0.81 0.94 0.93 0.95
Portugal 045 052 058 092 095 099 091 094 098 092 095 0.98
Romania 1.00 1.00 0.88 0.91 0.88 0.91 0.90 0.92
Slovakia 0.94 0.90 0.90 0.91
Slovenia 0.87 0.99 0.99 0.99
Sweden 0.69 0.81 100 097 099 100 095 098 100 0.96 098 1.00
Turkey 0.70 1.00 0.93 0.93 0.93 0.93 1.00 0.98
UK 0.80 0.97 0.96 0.99
Average 063 075 083 092 095 097 092 094 096 0.92 095 0.97

Table 3 Efficiency Scores 1990 — 2010 (Variable ReturnSc¢ale)

In both CRS and VRS models, we can observe thatwbestage DEA model gives lower efficiency scores
than the one-stage DEA model, although in the caske VRS model the differences in average efficieare
very low. The CRS model (the worst-case efficiescgnario) gives for some countries extremely Idficiehcy
scores that can hardly be acceptable by any haatlysts; therefore it seems that the VRS modealribes the
reality better.

Regarding the long-term trends in efficiency of ltteaystems, the CRS and the VRS models suggest som
improvements in the cases of both one- and twoesB§A models. The CRS and VRS models also show a
similar positive trend in the efficiency of healtssources to produce health services (Stage 1hbutnodels
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differ in the efficiency trend of health services produce health of population (Stage 2). The lidfitthis
argument is that the sets of countries with thewated efficiency scores are not the same fothtee observed
years.

4 Conclusion

Efficiency evaluation in health care representsegy \challenging application field. We showed thag total
efficiency of national health systems can be didid®o efficiency of health resources and efficigid health
services. In such a case, the two-stage DEA maiebe used to evaluate efficiency of national hesjstems.
The observed trend in average efficiency scoregestg some improvements in efficiency of natioredlth
systems in the long term. This was observed inctiges of both one- and two-stage DEA models, foh bo
constant- and variable-returns-to-scale models.
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Predicting Inflation by the Main Inflationary Factors:
Performance of TVP-VAR and VAR-NN models
Anna Dobegova®, David Hampel2

Abstract. A suitable way for forecasting inflation is to do it using main inflationary
factors. Such factors can be sorted to domestic and foreign sets. One-way and two-
way relations between them and inflation can be considered. Therefore, vector auto-
regressive model (VAR) seems to be a proper tool for modelling the reality. Howev-
er, basic VAR model can suffer from insufficient forecasting performance caused by
its linear nature. We employ two nonlinear vector autoregressive alternatives for
predicting inflation: Time-Varying Parameter VAR model with stochastic volatility
and VAR Neural Network model. In both cases we select the specification with the
best combination of inflationary factors. Neural Networks are flexible tool which
can be easily adjusted to an autoregressive form. Resulting VAR-NN models pro-
duce accurate inflation forecasting, but they take essential information mainly from
the previous inflation observations and ignore the other series. Compared to that,
TVP-VAR model is a statistical method applicable only for specific sort of prob-
lems. It is successful in incorporating information from all modelled series. TVP-
VAR model leads to better forecasting performance than VAR-NN.

Keywords: inflation, TVP-VAR model, VAR-NN model.

JEL Classification: C45, C32, E31
AMS Classification: 62M45, 62H12, 62P20

1 Introduction

Inflation is one of the basic macroeconomic indicators. Currently, central bank policy is based on the inflation
targeting regime, so it is crucial for them to perform accurate inflation predictions presented within inflation
reports. For private entities, future inflation can serve as a scale of risk, return on investment and the size of the
actual sales.

Compared to other macroeconomic variables, inflation has become less predictable in recent decades [14].
This process stepped so much that some authors state that, in the case of inflation, subjective forecasts achieve
better results than the predictions made on the basis of mathematical and economic models [8]. At this point, it is
necessary to point out several facts. Firstly, inflation is a complex unit consisting of a several thousand items.
This determines the primary limitation of predicting accuracy. Secondly, key inflation forecasting horizon for
central banks is a medium-term period. It means that the predictions are made for a period of 12-24 months.
Forecasts designed for such a long period suffers from a high degree of uncertainty. More authors, who tested
institutional forecasting accuracy, declared that naive predictions for the medium term may be more accurate
than official institutional forecasts and that errors and variance of forecasts for higher horizons are substantially
increasing, see for example [1], [13]. Therefore, we can assume that inflation can be predicted with acceptable
errors within a one year period. For further horizons, general inflation mean is predicted instead of exact values
[8]. It is necessary to access forecasting tools with realistic requirements.

The third fact, which can cause deficiencies in inflation predicting, covers the selected inflation models and
their use. Generally, methods for inflation forecasting can be divided into theoretical models (i.e. economic-
based tools) and empirical models (general mathematical and statistical techniques). Theoretical models are used
in the institutional sphere mainly. Dynamic Stochastic General Equilibrium systems (DSGE), models based on
Phillips curve and systems operating with the output gap are examples of such models. In the private or profes-
sional sphere so-called empirical approach dominates. It is prevailingly derived from the Box-Jenkins methodol-
ogy: autoregressive (AR) and vector autoregressive (VAR) models, factor-augmented VAR models (FAVAR),
time-varying parameter VAR models (TVP-VAR) etc. It is necessary to highlight the fact that the empirical
techniques are often approached from too theoretical standpoint, which may markedly reduce their accuracy in
the inflation predicting. For example, Elliot and Timmermann [8] mention as one of the possible empirical mod-

! 1 Mendel University in Brno, Faculty of Business and Economics, Department of Statistics and Operation
Analysis, Zemé&délska 1, Brno, Czech Republic, anna.dobesova@mendelu.cz.

2 Mendel University in Brno, Faculty of Business and Economics, Department of Statistics and Operation Analy-
sis, Zemé&délska 1, Brno, Czech Republic, e-mail: david.hampel.uso@mendelu.cz.
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els for forecasting inflation TVP-VAR model of Primiceri (see [15]) with specification consisting interest rate,
inflation and unemployment. Such specification is suitable for studying the transmission mechanism (the effec-
tiveness of monetary policy) and includes also the Phillips curve relationship. However, the involved variables
are not sufficient for predicting inflation. Inflation forecasting based on interest rate entails many difficulties,
referred as "price puzzle" effect [16]. For the purpose of inflation forecasting the specification of the model
should be modified.

Currently, the ability of private entities to predict inflation and other macroeconomic variables is comparable
with the capacity of official institutions in publishing predictions; see [1], [9]. Inflation is largely a global phe-
nomenon. More than two-thirds of inflation may depend on foreign factors, and changes in domestic inflation
retroactively affect the global economy [4]. Under these conditions, it must be empirically suitable way to pre-
dict inflation using the main inflationary factors, both domestic and international ones. Forecasting inflation
using the main economic factors is less common in the literature, but achieves a good performance if factors are
selected correctly ([3]). Also central banks seek ways for improving their forecasts by adding other empirical
techniques [1].

These reasons motivate us to employ the empirical procedure for the selection of suitable economic indica-
tors for predicting inflation in this article. For predicting we use two modern nonlinear tools: TVP-VAR model
with stochastic volatility and neural network VAR (VAR-NN) model. Both models are capable to estimate
breaks and changes in economy. TVP-VAR model with stochastic volatility, proposed by Primiceri (see [15]), is
a common tool for macroeconomic analysis and it is a representative of the mathematical and statistical ap-
proach. In contrast, neural networks fall into a branch of computational statistics; they are one main methods of
artificial intelligence. Thanks to their flexibility, they can be deployed on a wide range of problems. For our
purposes, we adapt this tool to the vector autoregression form. Neural network models are not often used ap-
proach for predicting inflation, because they require a specific debugging procedure that must be respected to
achieve good performance [11].

Theoretically, there is a large amount of potential inflationary factors. We build on our previous experience
[6], [7] and employ nine key factors: both domestic and global factors are included in the analysis. The aim is to
establish VAR-NN and TVP-VAR models in the most appropriate specification for forecasting inflation and to
evaluate the predictive power of the models. We focus on the one-step and two-step predictions. Subsequently,
through knowledge of the resulting model behavior, we can extend our conclusions to multistep prediction. Alt-
hough the models are built empirically, they are theoretically interpretable in terms of impact of estimated fac-
tors on inflation.

2 Data and Methods

Data of three European countries — Czech Republic, Slovakia and Germany — enter the analysis. The predicted
variable is inflation in the form of HICP. As the main inflationary factors we include: GDP, three-month inter-
bank interest rate, labor costs, unemployment, euro area inflation (the source of these items is the Eurostat data-
base); the nominal dollar exchange rate (source database is Fxtop); M3 monetary aggregate (taken from OECD);
crude oil Brent prices and the index of food prices (the source is the database of the World Bank). Generally,
included are foreign (oil prices, food prices, inflation, foreign exchange rate) and domestic (GDP, interest rate,
M3, labor costs, unemployment) economic indicators. We consider simultaneous relationships with delays
among them, so it is advisable to model them by the vector autoregressive model.

All variables are converted to changes against to the same period of the previous year. By this manner we
have reached their commensurability and adjusted seasonality. Neither TVP-VAR nor VAR-NN models strictly
require stationary variables. However, we logarithm and subsequently differentiate all variables to reach station-
ary series, because by this manner we achieve better forecasting capabilities and easier estimation for the VAR-
NN model.

We perform reverse operations for the interpretation purposes. Series are acquired in quarterly observations
from the first quarter of 2001 to the fourth quarter of 2014. The latest observation is omitted from the model for
creating a pseudo-prediction. German series have been taken from the first quarter of 2006 due to the missing
values of unemployment for older period in Eurostat database. Gradually we compose TVP-VAR and VAR-NN
models with different combinations of factors and choose the most appropriate ones based on the following
methodology.

Fort =s+1,..,n, TVP-VAR model is given as
Ve =Ct + ByYe1 + -+ Bt Ye—s + e, €.~N(0,9), 1)
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where y, is (k x 1) vector of observed variables, B, ..., Bs; are (k x k) matrices of time-varying parameters,
Q, is time-varying covariance matrix. Recursive relationship is given by decomposition Q, = A712,. 2, A;7%,
where 4, is lower triangular matrix with diagonal elements equal to one and X, = diag(oyy, ..., oy, ). Let's define
B as a row vector By, ..., By, a; = (@, ..., aqe)" @ @ row vector A, and h, = (hyy, ..., hy), Where hy =
loga. Time-varying parameters follow random walk process:

Besr = Br + upe, i 10 0 0

App1 = Ay + Uge, (uz) ~N (0: (8 Oﬁzez 3 )); 2

hewy = he +upe, Nupe 0o 03
for t=s+1,..,n, with e =A;'Se, where I, and %, are diagonal matrices, Bs.1~N(ug,, Zg,),
As41~N(ay Za,) @A hgyq~N (ttn,, Zp,). Further details can be found in [10] and [15]. Parameters of the mod-
el are estimated by the Markov Chain Monte Carlo (MCMC) method. We employ algorithm of Nakajima, for
details see [10]. Our models have the greatest predictive performance with lag equal to 1 (and an error term has
the character of white noise). Different combinations of inflationary factors are tested gradually in the models
estimated with 1,000 iterations. We choose the model that achieves the best predictive accuracy on inflation
measured by MSPE (Mean Square Prediction Error). Model with the selected combination of inflationary factors

is estimated again with 10,000 iterations. However, there were no significant differences between the MCMC
estimation with 1,000 and 10,000 iterations, so we can state that final models seems to be stable.

When defining VAR-NN model, it is necessary to modify feed-forward back propagation neural network to
solve the problem of vector autoregression. We can write mathematically expressed model as follows:

9o =a" = g(6fag™" + Oray ! + -+ 05, a5 ), ®
where J, is vector of estimated variables, t = 1,2, ..., n, which is equal to neurons of the last layer a*, L means
number of layers, s, is number of neurones (units) in the layer L. Further, " is a weight matrix, which drives
transmission of intermediate inputs from the layer [ to the layer [ + 1. Finally, a} means activation of the i-th
unit in the layer [ and g is the identity transition function of the target layer.

Analogously, the units of the hidden layers are functions of all units of the previous layer, creating a complex
estimated hypothesis

ag, = f(0pag ' + -+ 05,_,agh), O]

where f is transitive function of the hidden layers (we use hyperbolic tangent). The input layer only repeats the
individual inputs y,_,, ..., ¥:_s. We use back-propagation algorithm for estimation of parameters. Price for the
flexibility of neural networks is the impossibility of testing statistical assumptions and the necessity of its gradu-
al debugging. Lag equal to one was selected as the best. Various combinations of inflationary factors were sub-
sequently tested on network topology with 1-3 hidden layers and 1-10 neurons in each layer. For tuning was
selected such a combination of factors, which achieved the best average performance on the test set for all 30
networks.

Quality of inflation prediction was not taken into account to prevent overfitting of the network and maintain
sufficient performance on the testing data. For networks with selected factors, there were 60 times randomly
initialized weights for topologies with one to three hidden layers and 1-10 neurons in each layer. The best net-
work was selected according to the network performance on the test set. Such approach provides similar perfor-
mance also for real dataset. Gradual debugging of possible models with continuous restriction of the test models
set is typical in the field of "statistical learning".

Models with a combination of four variables (inflation plus 3 factors) seem to be the most suitable for both
TVP-VAR and VAR-NN models. Adding another variable had no positive effect and cause overfitting of the
model. The calculations are conducted in the computational system MATLAB R2015a.

3 Results and discussion

The best combination of variables for predicting inflation by TVP-VAR model in the Czech Republic is ex-
change rate, labor costs and foreign inflation. One-step predictions are plotted in Figure 1, where we can see that
inflation is predicted very accurately. The last value for the fourth quarter of 2014 was forecasted by the two-step
pseudo-prediction with error equal to -0.1 percentage points (Table 1). Variables labor costs, unemployment and
foreign inflation were selected for the VAR-NN model. It is slightly different selection in comparison to the
TVP-VAR model. Strong links to the labor market (mainly through labor cost) are economically justifiable. Also
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interconnection with inflation in the euro area is clearly visible. Forecasting accuracy of the VAR-NN is good
(Figure 1), but estimated inflation mainly reproduces information from past inflation and ignores the additive
information from the other series (its character is thus close to the one-dimensional autoregressive estimate).
This fact is not simply explainable by the nature of model, because a topology of the VAR-NN comprises
2 layers, each with a single hidden neuron: four estimated values are distributed by transmission from one neu-
ron of last hidden layer. Topology with a few hidden layers as well as a small number of neurons is expectable:
the problem is relatively simple for neural networks, which are generally applicable to more complex data. Auto-
regressive character of the estimated VAR-NN model is also reflected in worse inflation one-step forecast MSPE
compared to TVP-VAR (Table 1). Nevertheless, it is a fairly good forecast and the last value pseudo-prediction
error was -0.1, so just as for TVP-VAR.
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Figure 1 One-step (two-step for the last value) predictions for the Czech Republic, the first row TVP-VAR, the
second row VAR-NN

When predicting inflation using TVP-VAR model in Germany, the most suitable variables are M3 aggregate,
labor costs and a global index of food prices (Figure 2). Connection with the labor market through labor costs is
reflected similarly to the Czech Republic. Foreign inflation is not taken into account, since the Eurozone infla-
tion is largely identical to the German inflation. In contrast, the model of world food prices came as a representa-
tive of the foreign factors. In the case of Germany, it is strongly reflected a major force of TVP-VAR models:
include information from the past development of the other variables. As visible in Figure 2, the curve of pre-
dicted inflation is more "bumpy" than the observed inflation. There is a bit worse prediction of the labor costs,
which points to the rather one-sided causality from labor costs to inflation, which may be caused by fundamental
reforms of the labor market in Germany in the last decade, see for example [2].

inflation
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Figure 2 One-step (two-step for the last value) predictions for Germany, the first row TVP-VAR, the second row
VAR-NN

NN-VAR model predicted inflation and other series quite well (Figure 2). Precision of prediction is given in
Table 1. Forecasts for the last quarter of 2014 seem less accurate in comparison to the Czech Republic, but
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Deutsche Bundesbank in the official forecasts of June 2014 is worse [5]: it expected the annual average inflation
at value 1.3 (actually, the average was 0.8; our VAR-NN prediction was 1.1). Autoregressive character of esti-
mated VAR-NN emerged as an advantage in this case.
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Figure 3 One-step (two-step for the last value) predictions for Slovakia, the first row TVP-VAR, the second row
VAR-NN

For the inflation forecast at Slovakia using TVP-VAR we employed GDP, exchange rate and oil prices (Figure
3). Foreign factors have relatively large representation. Again, estimation is very accurate; for the VAR-NN
model it holds too (see Table 1). Employed models forecast inflation more accurate than National Bank of Slo-
vakia: the two-step forecast of the second quarter of 2014 (comparable with the horizon of our forecast) has error
-0.7 percentage point [12].

Slovakia

Czech republic

Germany

One-step predictions

One-step predictions

One-step predictions

TVP-VAR VAR-NN TVP-VAR VAR-NN TVP-VAR VAR-NN
. Inflation Inflation Inflation Inflation Inflation Inflation
Varia- Exchange rate Labour Costs M3 GDP GDP GDP
bles Labour costs Unemployment Labour costs M3 Exchange rate M3
Foreign p. Foreign p. Food prices Labour costs Oil prices Unemployment
MSPE  0.00033 0.00054384 2.73E-07 0.00011455 0.0021 0.00065937
Last value two-step predic- Last value two-step predic- Last value two-step predic-
tion tion tion
TVP-VAR VAR-NN TVP-VAR VAR-NN TVP-VAR VAR-NN
Error -0.1 -0.1 -0.5 -0.3 0 -0.1

Table 1 Accuracy of inflation prediction: TVP-VAR and VAR-NN with the best specification,

Table with calculated accuracy of predictions of basic VAR model and TVP-VAR model in the specification of
the corresponding VAR-NN system is added for the comparison of systems with the same variables (Table 2).

Czech republic Germany Slovakia

One-step predictions
TVP-VAR VAR(3)

One-step predictions
TVP-VAR  VAR(1)

One-step predictions
TVP-VAR  VAR(2)

MSPE  0.00041 0.0032 6.00072E-06 6.5184E-04 0.0025 0.0052
Table 2 Accuracy of inflation prediction: TVP-VAR and simple VAR estimated on the same dataset as the

VAR-NN model in Table 1
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Compared to standard techniques, TVP-VAR and VAR-NN provide very good predictions especially with re-
gard to the complexity of the predicted indicator. Inflation forecasting using autoregressive neural network mod-
els with finding the main inflationary factors is not common in practice (they are applied as one-dimensional
models usually, see [11]), but it carried satisfactory results. Neural networks are flexible method that we custom-
ized to solve presented type of problem. In comparison to TVP-VAR models they showed slightly lower perfor-
mance and worse consideration of external information. Generally, when compared our predictions to the values
predicted by official institutions, our models gave better results. For a more accurate assessment a broader com-
parison should be done, but our results support the idea of other authors (for example [1], [9]) that private sub-
jects are able to make predictions qualitatively comparable with predictions of official institutions. Moreover,
errors in institutional predictions can be deliberate because of institutional discretionary freedom and their effort
to influence inflation expectations. Note that comparison with the Czech National Bank prediction could not be
performed, because they deal with inflation measured as CPI, while we model the HICP.

4 Conclusions

Existing applications in forecasting inflation may give poor results. We verified a suitable empirical approach
which generates high-quality inflation forecasts. Selection of relevant economic indicators instead of focusing on
rigid economic assumptions can significantly improve the inflation forecasts. TVP-VAR models with stochastic
volatility and VAR-NN models differ from the classical econometric modelling. For both models, we cannot test
the significance of variables; suitable specification and parameter settings are founded by the gradual iterative
seeking through the set of all possible models. Therefore, this approach is closer to "computational statistics"
than traditional statistical estimate.
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MV/E,/1/m queueing system subject to two types of failures
Michal Dorda!, Dugan Teichmann?

Abstract. The paper deals with a finite single-server queueing system with a server
subject to two classes of breakdowns — the first class is represented by non-
preemptive failures, the second class by so-called catastrophes. The non-preemptive
failures do not interrupt the service process; we consider that it is possible to finish
the service of the customer before we begin to repair the server. The catastrophes in-
terrupt the service of the customer and all the customers found in the system are
flushed out of the system. Moreover, the system rejects all the customers when the
server is under repair after the catastrophe (that means the system is always empty
during the repair of the catastrophic failure). We consider that the customers enter
the system according to the Poisson process and they can wait in a queue that has a
limited capacity equal to m-1. The customers are served by the single server accord-
ing to the FCFS service discipline, service times are Erlang distributed. Times be-
tween the non-preemptive failures and the catastrophes and times to repair are expo-
nentially distributed. The queueing system is modelled as a multi-dimensional Mar-
kov chain for which we present a linear equation system to obtain stationary proba-
bilities of the individual states of the system; the equation system is solved numeri-
cally via software Matlab. On the basis of the probabilities we are able to compute
some performance measures. At the end of the paper we present some results of ex-
periments carried out with the presented mathematical model in order to present its
functionality.

Keywords: M/E,/1/m, queueing, failures, catastrophes, Matlab

JEL Classification: C44
AMS Classification: 60K25

1 Introduction — Our Inspiration to Create the Model

Let us start the article with a brief description of a practical example from which we drew inspiration to create
the mathematical model that is described in the paper. We are specialized in modelling transport processes and
therefore we develop mathematical and simulation models in this area. One of our fields of interest is modelling
processes at railway stations, especially at so-called marshalling yards.

Marshalling yards are specialized railway yards that carry out a lot of tasks — see for example [1]. However,
the one of the most important tasks is classification of inbound freight trains that enter the marshalling yard to be
classified according to final destinations of individual wagons forming the freight train. The inbound freight
trains stop on receiving tracks, where the inbound freight trains are prepared for their classification. The classifi-
cation process is carried out over a hump (it is a small hill over which a hump track leads); the set of wagons is
pulled by a shunting locomotive towards the hump and decoupled wagons (or groups of wagons) run by gravity
onto selected classification tracks. Let us call the classification process of the inbound freight trains primary
shunting.

In practice it is usual that some industrial tracks often lead to the marshalling yards. That means, apart from
the inbound freight trains also trains coming from the industrial tracks enter the marshalling yard; such trains
must be classified at the marshalling yard as well — let us call the process secondary shunting. Due to the fact
that only single hump is found at the marshalling yard (in the conditions of the Czech Republic), when such
trains are being classified, the inbound freight trains must wait; that means the primary function of the hump
cannot be carried out. That is the reason why we consider secondary shunting to be non-preemptive failures of
the hump — primary shunting is interrupted by secondary shunting.

Moreover, we must take into account the fact that the hump (including the follow-up infrastructure) consists
of several technical devices and facilities and each of them may break down from time to time. When an element
of the hump (including the follow-up infrastructure) is broken down then it is not possible to classify any trains
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over the hump (that means primary and secondary shunting cannot be carried out). In such cases it is necessary
to classify the trains in a different way (if it is possible). For example, the railway station “Ostrava hlavni
nadraZzi” consists of two marshalling yards that are named “Ostrava levé nadrazi” and “Ostrava pravé nadrazi”. If
the hump at “Ostrava pravé nadrazi” cannot be used due to some technical problems, all the freight trains waiting

at “Ostrava pravé nadrazi” are shunted to “Ostrava levé nadrazi” where the trains can be classified.

On the basis of the short description of the process it is possible to conclude that the classification process
can be considered (from our point of view) a queueing system subject to two classes of failures. As mentioned
earlier in the text customers entering the queueing system are represented by individual requests for primary
shunting whilst requests for secondary shunting correspond to the first class of failures. The first class failures
are considered to be non-preemptive; that means we must finish the classification of the inbound freight train
before we can start to carry out secondary shunting. The second class failures, which we assume in the model,
correspond to so-called catastrophes [6] — the classification process (primary or secondary shunting) must be
interrupted and no train can be classified when the catastrophe is under repair. All the trains found at the yard
leave it (the yard empties) because we must classify them in a different way. And finally, no trains enter the yard
when the hump is under repair.

In our previous work we published the mathematical models in which the first [2] or second class [4] of fail-
ures was assumed. In this article we decided to incorporate both classes of failures into a general mathematical
model. However, the concept of several classes of the server failures is not novel. In the past, some authors stud-
ied such queueing systems. We can mention for example paper [5], the authors assumed so-called disruptive and
non-disruptive server interruptions.

The paper is organized as follows. In Section 2 all the necessary assumptions are made and the general math-
ematical model is presented. In Section 3 some results of experiments are shown in order to demonstrate the
solvability of the presented model.

2 Mathematical model

Let us start the section with some basic assumptions we must make to create the mathematical model. We model
the queueing system that consists of a server and a queue with a finite capacity equal to m-1; that means the
system has the capacity for m customers. Please note that the value of m is greater than or equal to 2. The cus-
tomers are served according to the ordinary FCFS service discipline. Let us assume that the costumers come to
the system in a Poisson process that is defined by the parameter A > 0; that means costumer inter-arrival times
are exponentially distributed with the same parameter 1. Costumer service times are Erlang distributed with the
shape parameter n > 2 and the scale parameter nu > 0. As mentioned earlier in the text, the customers represent
the inbound freight trains that are prepared to be classified over the hump.

Times between failures and times to repair are assumed to be distributed exponentially for both classes of the
failures; see the parameters corresponding to the individual random variables in Table 1. As discussed in Section
1, the first class failures, that are non-preemptive, do not interrupt the service of the customer that is currently
being served. The concept of the non-preemptive failures is close to so-called server vacations. The difference
lies in the fact, that usual queueing models with server vacations consider that the server goes on a vacation only
when is empty. In our case the repair of the non-preemptive failure can start even if there are some costumers in
the system. The second class failures, that are called the catastrophes, immediately interrupt the service of the
customer or the repair of the first class failure and empty the system. Moreover, all the costumers and first class
failures entering the system when the catastrophe is under repair are rejected.

Random variable Meaning in practice Probability distribution Parameters
Costumer inter-arrival times Exponentially distributed A>0
L Primary shuntin L >
Customer service times Y 9 Erlang distributed :ﬂ;zé

Times between failures — first class fail- Exponentially distributed >0

ures Secondary shunting
Times to repair — first class failures Exponentially distributed G>0
Times between failures — second class . . A
failures Failures of the necessary ~ Exponentially distributed 7, >0
Times to repair — second class failures infrastructure Exponentially distributed $>0

Table 1 The summary of all the random variables used in the model

Let us define three discrete random variables denoted as K, P and F. The variable K describes the number of
the customers found in the system; the variable takes its values from the set {0,1,...,m}. The variable P expresses
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how many phases of the service the server has already finished; the variable takes the values from the set

{0,1,...,n-1}. The last variable F takes 4 values from the set {0,1,2,3}, where the meaning of the individual val-

ues is as follows:

e Ifthe variable F is equal to 0, there is no failure in the system.

e If the variable F is equal to 1, the first class failure (the non-preemptive failure) is waiting to be repaired
because we have to finish the service of the customer that is currently being served.

e If the variable F is equal to 2, the first class failure is under repair.

o Ifthe variable F is equal to 3, the second class failure (the catastrophe) is under repair.

We defined the random variables in order to describe all the possible states of the modelled queueing system;
the states are described by triplets (k,p,f). The state space of the system can be expressed as the union of four
subsets:

0=0,UQ,U0,UQq,.

The meaning of the individual subsets is as follows:

o The subset @, ={k,p f):kefl..mipe{,..n-1} f =0}U{0,00)} includes the states for which it
holds: k customers are in the system, p phases of the service of the customer have already been finished and
there is no failure in the system. To these states we have to add the state (0,0,0) which corresponds to the
state in which the system is idle (and empty).

o Thesubset Q, ={k,p, f)kefl..m}pe{0..n-1}, f =1} includes the states for which it holds: k cus-
tomers are in the system, p phases of the service of the customer have already been finished and there is the
first class failure (non-preemptive) of the server waiting to be repaired.

o Thesubset @, ={(k,p, f)ke{0,..m-1}, p=0, f =2} covers the states for which it holds: k customers are
waiting in the system and the first class failure of the server is being repaired.

e The subset Q, ={(0,0,3)} includes only the state for which it holds that the system is empty and the second
class failure of the server is under repair.

The modelled system forms a multidimensional Markov chain. The structure of the chain can be depicted by
the state transition diagram — see Figure 1.

2 27 Ve

No customer 1 customer k customers, where k=2,...,m-1 m customers

Figure 1 The state transition diagram of the modelled queueing system

On the basis of the state transition diagram we can write down linear equations for the individual stationary
probabilities. The linear equation system has the following form:
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(l‘*' h +’72)' P(o,o,o) =nu- P(l,nfLo) +¢ P(o,o,z) +&- P(o,o,3) ’ 1)
(;L +Nuta + 772)' P(k,o,o) =4 P(k—l,O,O) +nu- P(k+1,n—1,0) +¢1Pion) for k=1,..m-1, (2
(n;“Jr m+n, ) Pimo0) =24 Bm-100): (3)
(ﬁ' +Nu+1, ) Proy =7 Puoo): 4)
(}" +nu+ ’72)' Pioy =71 Pyoo) 4" Pyoroy) for k=2,...m-1, (5)
(n/-H' m ) P(m‘O,l) =1 P(m,o,o) +A- P(m71‘0,1) ) (6)
(A+nu+m, +m,)- Pupo)=Nt-Py 1) for p=1..n-1, ©)
(A1 +7,)- Py o) = A+ it poy # Mt P 1) fOr k=2,...m-1and p=1..n-1, (8)
(nu+,+12,)- Pmp0) =24 Rin-tp0) Mt R psg) fOr p=1...n-1, 9
(Z' + nﬂ*ﬂz)' Pupy = Fupo) +Nu-Pypay for p=1..n-1, (10)
(A+1+1,) Py o) =1 Phopo) + A+ Pictpn) #M Pypagy fOr k=2,.m-1and p=1..n-1, (11
(024 72,)- Rp) =1 Pl po) + A+ Plnp) + M- P o1y Tor p=1...n—1, 12)
(}L +& 1, ) Ploo2) =M Flooo) + Net PFunosy)s (13)
(A+§1 +772)' P(k‘o.2) =nu- P(k+1,n—1‘1) +A4 P(k—l,O‘Z) for k=1...m-2, (14)
(41 + 772)' P(mfl.O‘Z) =nu- P(m‘nfl,l) +4- P(m72,0,2) (15)
Gy P(o‘u‘z) =1, P(o‘o,o) +1, i "i i P(k‘p‘ )t mzilpk‘o‘z E (16)
ZLp-0f-0 par)

Because an equation is redundant, to get a unique and admissible solution of the linear equation system we
must omit one equation — for example equation (16) — and replace it by normalization condition (17) that states
the sum of all the stationary probabilities must be equal to 1:

m n-1 1 m-1
Plooo) + >2 2 Pty > Peoat Ploos =1 17)
k=1p=0f=0 k=0

After omitting equation (16) we get the equation system of 2-m-n+m+2 linear equations that is formed by
equations (1) up to (15) plus equation (17) with 2-m-n+m+2unknown stationary probabilities. To solve it
using Matlab it is necessary re-label the individual states because we must work with matrices in Matlab. There-
fore we applied an alternative one-dimensional state description in the following form:

e The states (k,p,f) for k=1,...,m, p=0,...,n-1, and f=0,1 can be denoted by the expression f-m-n+p-m+k,
e The states (k,0,2) for k=0,...m-1 can be denoted by the expression 2-m-n+k+1.

e The state (0,0,0) is labelled as 2-m-n+m+1.

e The state (0,0,3) is labelled as 2-m-n+m+2

After calculating the stationary probabilities we are able to compute some performance measures of the mod-
elled queueing system.

For the mean number of the costumers in the service ES we can write:

Eszigiak,p‘f)' 17

k=1p=0f=0
The mean number of the customers waiting in the queue EL is given by formula (18):
m n-11 m-1 n-1
E'-:Z(k—l)'ZZP(k,p,'ﬁZk'ZP(K,p‘z)- (18)
k=2 p=0f=0 k=1 p=0
The sum of the values of ES and EL corresponds to the mean number of the customers found in the system EK.
Regarding our example the performance measures ES, EL and EK relate to primary shunting.
For the mean number of the broken servers EF it holds formula (19):
m-1
EF = gép(k,o‘z) +Ploos) - (19)

In the case of our example the value of EF can be interpreted as the probability the hump cannot carry out prima-
ry shunting because the hump is occupied by secondary shunting or is out of service.
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The customer is rejected when the system if full or when the catastrophe is under repair. Therefore we can
write for the probability of rejection Py;:

n-1 1
Py =2 Zp(m,p‘f) +Pin102) + Ploos)- (20)

p=0f=0

3 Experimental results

In the section we present some results of the numerical experiments we carried out with the model to test its
solvability. We used data from paper [3]; from the paper we took over the values of the parameters m, 4, n, nu, n;
and ¢;. The parameter 7, took values from 0.0001 up to 0.001 min™ with the step 0.0001 min™ and the parameter
& from 0.001 min™ up to 0.01 min™ with the step 0.001 min™. Please note that the values of the parameters we
took over are real and were acquired by surveys done at the marshalling yard “Ostrava pravé nadrazi” whilst the
values of the parameters 7, and {; are fictional and are not based on reality. The summary of all the parameters
used for the experiments is given in Table 2. The results of the experiments are depicted graphically — see Fig-
ures 2, 3 and 4. The figures show the dependences of the individual performance measures ES, EL, EK, EF and
Pyj On the parameters , and &.

Random variable Applied value of the parameter
Costumer inter-arrival times 4=0.01520 min™*
Customer service times n =10, nu = 0.63622 mint
Times between failures - first class failures 71 =0.01037 min?
Times to repair - first class failures & = 0.02464 mint
Times between failures - second class failures 7, = 0.0001 —0.001 min (the step 0.0001 min™)
Times to repair - second class failures {=0.001—0.01 min™ (the step 0.001 min™)

Table 2 The parameters for the numerical experiments

Figure 3 The dependence of EK and EF on 7, and ¢,
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Figure 4 The dependence of P on 7, and {;

4 Conclusions

In the article we demonstrated the single-server queueing model subject to two classes of the failures (the non-
preemptive failures and the catastrophes), with the input buffer with the finite capacity, and with the Erlang
distributed service times. Due to the complicated structure of the multi-dimensional Markov chain that corre-
sponds to the modelled system, the presented mathematical model is solved numerically via Matlab software.
We demonstrated the solvability of the proposed mathematical model on some numerical experiments. The nu-
merical experiments with the mathematical model confirmed the following dependences:
e The values of ES, EL and EK decrease with the increasing value of 7, and with the decreasing value of .
e The values of EF and P increase with the increasing value of 5, and with the decreasing value of .

Input data we used for the experiments are partially based on reality, only the values of the parameters 7,
and ¢, are fictional. Therefore, in the frame of our future research we would like to do a survey in order to find
out estimations of the parameters.
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On the Crossing Number of Cartesian Products

Emilia Drazenska 2

Abstract.

There are known the exact values of the crossing numbers of Cartesian products
of cycles with all graphs of order at most four and with several graphs on five,
six or seven vertices. In this paper, we extend these results by determining
the exact values of the crossing numbers of Cartesian products of a few graphs
with seven vertices and seven edges with cycles.

Keywords: graphs, drawings, crossing numbers.
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AMS classification: 05C10; 05C38

1 Introduction

Let us consider a simple graph G whose vertex set is V' and edge set E. A drawing D of the graph G is
a representation of a graph G in a plane in such a way, that each vertex is represented by a point in R?
and each edge by a curve between its two endpoints. A crossing of two edges is the intersection of the
interiors of the corresponding curves. The crossing number cr(G) of a graph G is the minimum number
of edge crossings in any drawing of G in the plane. The drawing with a minimum number of crossings,
must be a good drawing, that means, that in the drawing: (a) no edge crosses itself, (b) adjacent edges
do not cross, and (c) no two edges cross more than once.

The problem of determining the crossing number of a given graph has been studied in graph theory
and also in computer science, VLSI-layout. Many researchers have focused on optimizing the VSLI circuit
layout. VLSI theory has expanded in many directions. One of them is layout theory which studied the
efficiency of embedding the graphs in the plane according to VLSI rules. One of the main problem is
minimizing the number of wire crossings in a circuit. C. Thompson introduced a graph-theoretic model
for very large integration circuitry [21].

Garey and Johnson [9] have proved that compute the crossing number for a given graph is a very
difficult problem, it is NP-complete problem, in general.

Cartesian product of two graphs is one of a several classes of graphs for which the crossing number
is studied. The Cartesian product GiO0G2 of two graphs Gy = (V4,Ey) and Gy = (Va, Es) is a graph
with vertex set V' = V;0OV, and edge set E = {{(z1,y1), (z2,92) };21 = 22 and {y1,92} € Es or y1 =
y2 and {z1,22} € E1}. That means, two vertices (z1,y1), (z2,y2) are adjacent in G10Gs if their first
coordinates are the same and their second coordinates are adjacent in Ga, or if their second coordinates
are the same and their first coordinates are adjacent in G;.

Let C,, be the cycle of length n, P, be the cycle of length n and S,, be the star isomorphic to complete
bipartite graph K ,. The researchers try to stay exact value of the crossing numbers for the Cartesian
products GOC,,, GO P, and GO S,, for some specific graphs G. Beineke and Ringeisen in [4], Jendrol
and Scerbovi in [12], Klesc in [14], [15], [16] determined the crossing numbers of the Cartesian products of
all graphs on four vertices with cycles, paths and stars. Kles¢, Richter and Stobert in [18], and Kles¢ and
Koctirovd in [17] gave the crossing numbers of GO C,, for several graphs of order five. Harary et al. [11]
conjectured that the crossing number of C,,, O C,, is (m — 2)n for all m, n satisfying 3 < m < n. This has
been proved only for m,n satisfying n > m, m < 7, see [1], [2], [3], [4], [5], [18], [19], [20]. It was recently
proved by Glebsky and Salazar [10] that the crossing number of C,,, JC,, equals its long-conjectured
value at least for n > m(m + 1).

IThe research was supported by the Slovak VEGA grant No. 1/0389/15.
2Technical University in Kogice, Faculty of Electrical Engineering and Informatics, Department of Mathematics and
Theoretical Informatics, Némcovej 32, 042 00 Kosice, Slovak Republic, e-mail: emilia.drazenska@tuke.sk
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Figure 1: Several seven vertex graphs

In [6], [7] and [8] there are given the crossing numbers of GO C,, for several graph G on six vertices. It
seems natural to investigate the crossing numbers of Cartesian products with cycles and graphs on seven
vertices. We give the exact values of the crossing numbers for Cartesian products GO C,, for several
graphs G on seven vertices and with seven edges. There are 33 such a graphs, we are interested in 15 of
them (see Figure 1).

2 The crossing number of the Cartesian products of several seven vertex
graphs with cycles

Theorem 1. For n > 3, cr(G10C,) = cr(G20C,) = cr(G30C,) = n. For n > 4, er(G40C,) =
cr(Gs0C,) = 2n. For n > 5, cr(GeOC,) = cr(G70C,,) = 3n. For n > 6, cr(Gs0OC,) = 4n. Forn > T,
cr(GoOC),) = 5n.

Proof: Every graph G;00C,, contains n copies of the graph G;. We sketch a drawing of G;00C,, and a
number of crossings in this drawing is an uppper bound for the crossing number of the graph G;0C,,. On
the other hand, if a graph G;00C,, contains some graph as its subgraph for which crossing number is pub-
lished, it is a lower bound for the crossing number of the graph G;0C,. Figures 2(a), 2(b) and 2(c) show
the drawings of the graphs G100C,,, G20C,, and G30C,,. The edges of every copy the graphs G, G2 and
G35 are crossed once, so the crossing number of G10C,,, G20C,, and G30C,, is at most n. Figures 2(d)
and 2(e) show the drawings of the graphs G400C,, and G50C,, in which the edges of n copies of subgraphs
isomorphic to G4 and G5 are crossed twice, so cr(G4OC),) < 2n and cr(G50C),) < 2n. The drawings in
Figures 2(f) and 2(g) show the graphs G¢0C,, and G70C,, with 3n crossings. Thus, c¢r(GsOC,,) < 3n
and cr(G70C,) < 3n. There is a drawing of the graph GgOC,, with 4n crossings (see Figure 2(h)), we
have ¢r(Gs0C,) < 4n. In second step, we find the lower bounds of crossing numbers cr(G;0C),) for
j =1...15. The graph C50C,, is a subgraph of the graphs G10C,,, G200C,, and of the graph G30C,,
and in [20] it is proved that ¢r(C30C),) = n, so the crossing number of G10C,,, GoOC,, and G30C,, is
at most n. The graphs G40C,, and G50C,, contain the graph C400C,, as a subgraph and it is proved in
[4], [5] that er(C40C,) = 2n, thus cr(G40C,,) > 2n and also cr(Gs0C,,) > 2n. The graph Cs0C, is a
subgraph of the graph GgLJC,, and of the graph G70C,,. In [18] it is published that ¢r(Cs0C,,) = 3n. We
have the lower bound 3n for the crossing numbers of GgLIC), and G7JC,,. The graph Gg[JC,, contains
the graph Cg0C,, as a subgraph and in [19], [2] is proved that ¢r(Cg0C,,) = 4n, cr(GsOC,,) > 4n holds.
The upper and lower bounds of crossing numbers for graphs G;,0C,, for j = 1,...8 are the same. Thus,
we have exact values of crossing numbers of corresponding graphs. The graph Gy is isomorphic to C7
and using results in (1], [3], ¢r(C70C,) = 5n. O

Theorem 2. Forn > 6, cr(G1o0C,) = cr(G11OC,) = er(G120C,) = 2n, cr(G1o0Cs) = er(G1:0C;) =
cr(G120C3) = 4, er(G1o0Cy) = er(G110Cy) = er(G120Cy) = 6, cr(G1o0C5) = cr(G110C5) =
cr(G120C5) = 9.

Proof: In Figures 3(a), 3(b) and 3(c) there are the drawings of the graphs G100C,, G110C,, and
G120C,, with 2n crossings. Thus, ¢r(G;0C),) is at most 2n, for j = 10,11,12. In Figures 3(d), 3(e)
and 3(f) are the drawings of the graphs G1o0C5, G110Cs and G120C5 with nine crossings. Thus,
er(G100C5) < 9, er(G110C5) < 9 and cr(G120C5) < 9. Deleting the edges of one copy of the graph
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G

ED

(a) G10Cx (b) G200Cy, (e) GaOCy, (d) G4OCy
P —————
N

(e) G50Cy (f) GeOICr (9) Gz0Cn (h) GsOCn

Figure 2: Cartesian products with graphs G; for i =1,2,...8

N ERE)
L\ ) [ ] ¢ )
N~ ~———" / —— @

(a) G1o0C, (b) G110C, (¢) G120C, (d) G1o0Cs () G110Cs (f) G120Cs

Figure 3: Cartesian products with graphs G; for ¢ = 10, 11,12

G1o, G11 or G2 with three crossings from corresponding drawing, we obtain a subdivision of the graph
G1o0Cy, G1:0C4 or G120Cy with six crossings. So, cr(G190Cy) < 6, er(G110Cy) < 6, cr(G120Cy) < 6.
Deleting the edges of one copy of the graph Gig, G11 or G2 with three crossings and of one copy with
two crossings from a drawing, there is a subdivision of the graph G1o0C3, G110C3 or G120C3 with four
crossings. Hence, cr(G1o0C3) < 4, er(G110C3) < 4, er(G120C3) < 4. The graphs Gio, G11 and also
the graph G2 contain the graph H (see Figure 4) as a subgraph. Thus, the graph HOC,, is a subgraph
of the graphs G1o0C,, G110C,, and G120C,,. In [16] is proved that er(HOCs) = 4, er(HOC) = 6,
cr(HOCs) = 9 and ¢r(HOC,,) = 2n for n > 6. Hence, the crossing numbers of G190C,,, G110C,, and
G1200C,, are at least 2n for n > 6. The crossing numbers of G1900C3, G110C3 and G120C5 are at least
4, the crossing numbers of G1o0Cy, G110Cy and G130C, are at least 6 and of G1p0C5, G110C5 and
G120C5 are at least 9. This fact completes the proof. O

NN
Figure 4: The graph H

Theorem 3. For n > 6, cr(G30C,) = cr(G140C,) = 2n, cr(G130C3) = cr(G140Cs) = 2,
cr(G130Cy) = er(G140Cy) =4, cr(G130Cs) = er(G140Cs5) = 8.

Proof: Both graphs G13, G14 contain the graph K (see Figure 5) as a subgraph. The facts cr(HOC3) =
4, cr(HOCY) = 6, er(HOCs) =9, er(HOC,) = 2n for n > 6 (see [7]), confirm that the crossing numbers
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for the graphs G130C,, and G14,0C,, are at least 4, 6, 9 and 2n for n = 3,4,5 and n > 6. Figures
e N

Figure 5: The graph K

6(c) and 6(d) show the drawings of the graphs G130Cs and G140C5 with nine crossings. Deleting the
edges of one copy of the graph Gi3 (G14) with three crossings from the drawing of G130C5 (G140C5),
result is the drawing of the subdivision of G130C (G140C,) with six crossings. Hence cr(G130Cy) < 6
(er(G140Cy) < 6). Next, we delete the edges of one more copy of the graph Gi3 (G14). We have a
subdivision of G130C3 (G140C3) with four crossings, Thus cr(G130C3) < 4 (er(G140C3) < 4). In
Figures 6(a) and 6(b) are the drawings of the graph G130C,, and G140C,, with 2n crossings. It implies,
that er(G130C,) < 2n and ¢r(G140C),) < 2n. These lower and upper bounds confirms that the theorem
holds. O

. z

=
=

|

{

——
(a) G130C,, (b) G140Cy () G130Cs (d) G140C5

Figure 6: Cartesian products with graphs G; for ¢ = 13,14

Theorem 4. Forn > 6, cr(Gi50C,) =2n, cr(G150C3) =4, cr(G50Cy) =6, cr(G1s0Cs) = 9.

Proof: The graph G5 contains two vertex disjoint subgraphs S3 and C3. So cr(G150C,,) > cr(S30C, )+
cr(C50C,) for every n > 3. It means that cr(G150C3) > 1+ 3 = 4, er(G150C,) > 2+ 4 = 6,
cr(G150C5) > 445 =9 and er(G150C,,) > n+n = 2n for n > 6. Using Figures 7(a) and 7(b) (including
deleting the edges of copy of subgraphs isomorphic to Gi5 in the middle and one more), one can easy
see that cr(G150Cs) < 4, er(G150C) < 6, er(G150Cs) <9 and er(G150C,) < 2n for n > 6. Thus the
proof is done. O

~— —
(a) G150Cy, (b) G150Cs5

Figure 7: Cartesian products with graphs G5
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Stock valuation based on prospect theory for continuous
distribution
Renata Dudzifnska-Baryla'

Abstract. Originally prospect theory was intended to evaluate risky alternatives
composed of at most two non-zero outcomes, but a lot of risky decisions have more
outcomes or even have continuous distribution of outcomes. The lack of consistency
with stochastic dominance is also considered as “disadvantage” of prospect theory.
Therefore the cumulative prospect theory was proposed. However researchers [1, 2]
have reported that decision-makers’ choices frequently violate the stochastic domi-
nance. In such situations the prospect theory better describes choices. The paper ex-
ploits the proposal of Rieger and Wang [10] which extends the application of pros-
pect theory to the decision alternatives with continuous distributions. In our paper
we show the application of this approach based on real market data.
Piasecki and Tomasik [9] stated that logarithmic rates of return of majority of stocks
have normal-inverse Gaussian (NIG) distribution. We show the practical application
of prospect theory for continuous distribution (assuming NIG and normal distribu-
tions) to create rankings of stocks quoted on Warsaw Stock Exchange.

Keywords: prospect theory, continuous distribution, stocks, normal-inverse Gaussi-
an distribution.

JEL Classification: D81
AMS Classification: 91B06

1 Introduction

Prospect theory is a descriptive theory, which describes the way decision-makers make their decisions. The for-
mal model is similar to the model based on the expected utility theory, but here the authors, Kahneman and
Tversky [7], have also taken into account certain psychological factors based on the observation of actual deci-
sion-making process: a subjective valuation of the relative outcomes of the decision as well as a subjective val-
uation of probabilities.

The prospect theory is often criticized for being incompatible with the stochastic dominance, widely consid-
ered to be the basis for rational choices. This inconsistency was “corrected” in the cumulative prospect theory
[11], but in the opinion of many researchers in situations where decision-makers preferences are incompatible
with stochastic dominance, their choices are better described by the prospect theory than the cumulative prospect
theory.

The undoubted disadvantage of prospect theory approach is the ability to evaluate decision alternatives with
at most two non-zero outcomes. This defect prevents the use of it on a larger scale, because most of the real
decision alternatives have more than two possible outcomes. The extension of the prospect theory for decision
alternatives with a larger number of outcomes was proposed by different researchers, e.g. Karmarkar [8],
Fennema and Wakker [6], Camerer and Ho [3]. On the other hand Rieger and Wang [10] proposed extension of
prospect theory for non-discrete distributions. This approach offers new opportunities for applications of
prospect theory, as many economic variables, such as rates of return have continuous distributions.

Rieger and Wang in [10] announced an article by Hens, Mayer and Rieger, in which the authors intended to
practically apply the prospect theory for continuous distributions to historical stock market data, but such article,
according to our knowledge, has not yet been published. Therefore, the aim of this paper is to show a practical
example of the use of prospect theory for continuous distributions to the evaluation of selected Polish stocks.

In section 2 main principles of the prospect theory are described. Section 3 presents the proposal of Rieger
and Wang, which extends the prospect theory to continuous distributions. In section 4 the prospect theory for
continuous distributions is applied for creating rankings of companies belonging to the WIG20 index. In section
5 we summarize our results.

! University of Economics in Katowice, Department of Operations Research, 1 Maja 50, 40-287 Katowice,
Poland, renata.dudzinska@ue.katowice.pl.
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2 Prospect theory

The aim of the prospect theory is to describe real choices made by decision-makers. Kahneman and Tversky
extended the concept of the expected utility theory by additionally taking into account the psychological aspects
of the decision-making process. They use gains and losses relative to some reference point instead of the abso-
lute outcomes of decision. Moreover, the utility function was replaced by the value function v(x), which is con-
vex for relative losses and concave for relative gains. The structure of the function reflects risk aversion for gains
and simultaneous risk-prone behavior when faced with losses. In addition, the two-part form of the value func-
tion v(x) allows the formal modeling of loss aversion. Another important feature of the prospect theory is the
consideration of subjective probabilities which are probabilities weighted by means of the S-shaped function
w(p). This function reflects the behavior of decision-makers who overestimate small probabilities and underes-
timate the large ones.

The valuation of the decision alternative with the probability distribution p=(x,,p,, x,, p,), where

p+p, <1 and x,x, <0 is calculated according to the formula
PT(p) = w(p)v(x)+w(p,)v(x,) 1
If both outcomes are gains or losses (x; >x, >0 or x, <x, <0) then the formula is as follows
PT(p)=v(x;) + w(p)[v(x) - v(x)] @

The analytical forms of functions v(x) and w(p) have been proposed only in 1992 [11], when the cumulative
prospect theory was presented. Since then functions, as proposed by Tversky and Kahneman, are often used in
empirical research. Also in this study, we adopt this approach and assume the following form of functions

@) xO8, for x > 0 ®
v(X)=
~225(-0)",  forx <0

(= P
w(p) (py fa- p)'v)]/'v “4)

where y= 0,69 if probability concerns loss and y= 0,61 in the case of gain.

3 Prospect theory for continuous distributions

The disadvantage of the approach proposed by Kahneman and Tversky is that it can be applied only for the deci-
sion alternatives with at most two non-zero outcomes. As the authors themselves have noted [7] the extension of
formulas (1)-(2) to the decision alternatives with more outcomes is simple and in the case of alternatives with a
large number of outcomes it may require extra simplification in the editing phase. For the decision alternative
with multiple outcomes, both positive and negative, the following evaluation formula is proposed [3, 6]:

PT(p) = 3 w(p,v(x)) )

The nonlinear transformation of probabilities in (4) causes that the sum of weights is less than unity. This is
not a desirable property, especially in the case of decision alternatives with large or infinite number of outcomes,
because it can cause PT(p) to diverge to +co. Karmarkar [8] has observed similar property of weights in SWU
and has suggested introducing a standardization of weights. Then the weights add up to one and a weight of each
outcome depends on the probabilities of other outcomes. The same procedure introduced in the formula (4)
results in the following formula:

> w(p Vi)
PT(p)= ‘:'"7 (6)

S up)
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Rieger and Wang [10] have proposed the method for the evaluation of decision alternative with continuous
distribution. They divided the outcome space into n intervals (each of 1/n width) and approximated continuous
probability measure p by a sequence of Dirac measures. They proved that if p(x) is a probability function with
exponential decay in infinity, v(x) is a function of C' class, and for a weighting function w(p) there exists some

kx €(0,1) and some finite number C >0 such that lin(}@ =C then the value of a decision alternative is cal-
0 g
culated as
[vepeo) dx
PT(p)==—F—— (@)
j (p0) dx

—x

Properties of measure (7) are the same as properties of the measure originally proposed by Kahneman and
Tversky, including the lack of compatibility with the stochastic dominance for the decision alternatives with
more than two outcomes.

4 Rankings of stocks — empirical example

Rieger and Wang in [10] announced an article by Hens, Mayer and Rieger, in which the authors intended to
practically apply the prospect theory for continuous distributions on historical stock market data, but such article,
according to our knowledge, has not yet been published.

The aim of this work is to evaluate the group of polish stocks. We assume various probability distributions of
their rates of return, i.e. normal distribution (NORM) and normal-inverse Gaussian distribution (NIG). The mo-
tivation for choosing such distributions is that the normal distribution has the desired properties, but the NIG
distribution is the most often empirically justified in the stocks analysis. Piasecki and Tomasik analyzed various
distributions of logarithmic returns of all polish stocks quoted in 1992-2010 and in 93% of cases they failed to
reject the hypothesis that the logarithmic returns have the NIG distributions.

The data for this research are quotations of twenty stocks (group of the biggest stocks which comprise
WIG20 index) from the period January-December 2014. For each stock we calculated the daily rates of return

logarithmic daily returns (R2=1In 9

1-1 -1

(Rl:%), ) and a hundredfold of logarithmic daily returns

(R3=1001n 2 ), where Q, is a quotation in time t.

-1

For a normal distribution N (y, 0'2) the estimator for u is the sample mean and the estimator for & is the
sample variance. Skewness and excess kurtosis equal 0.

The normal inverse Gaussian distribution is a subclass of the generalized hyperbolic distribution. Its prob-
ability density function has the following form:

_a5K1(ax 5z+(x—n)z) Epe B
pN.G(X)——” N — exv[(éx/a B+ B(x n)] ®)

where 7 is a location parameter, o — a tail heaviness parameter, f — an asymmetry parameter, J — a scale parame-
ter and K,(-) is a modified Bessel function of the second kind. The NIG distribution can model fat-tailed and

skewed distributions.

In the prospect theory the outcomes are understood as gains and losses relative to some reference point. In
our research we assume a “neutral” reference point of value 0. At the same time we are aware that the value of
the reference point can influence the ranking of stocks (see [5]). For each stock we estimated the parameters of
the normal distribution and we tested the null hypothesis that empirical distribution is the same as estimated
normal distribution (Lilliefors test in the nortest Package of R software). Tables 1 contains means, standard de-
viations and p-values for R1, R2 and R3. For each stock means and standard deviations for R1 and R2 are almost
the same (the biggest difference equals 0.0005) and every parameter of R3 is a hundredfold of the adequate pa-
rameter of R2. Only for seven stocks we fail to reject the null hypothesis about the normal distribution with sig-
nificance level of 0.05 (p-values marked in bold).
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R1 R2 R3
Stock mean sd p-value | mean sd p-value | mean sd p-value
ALIOR 0.0000| 0.0160| 0.0460| -0.0002| 0.0160| 0.0278| -0.0176| 1.5958| 0.0278
ASSECOPOL | 0.0005| 0.0137| 0.0013| 0.0004| 0.0137| 0.0010| 0.0417| 1.3742| 0.0010
BOGDANKA | -0.0009| 0.0156| 0.0007| -0.0011| 0.0157| 0.0004| -0.1067| 1.5659| 0.0004
BZWBK 0.0000| 0.0156| 0.4316| -0.0001| 0.0156| 0.5614| -0.0133| 1.5604| 0.5614
EUROCASH | -0.0007| 0.0207| 0.0006| -0.0009| 0.0207| 0.0014] -0.0912| 2.0718| 0.0014
ISW -0.0043| 0.0245| 0.0258| -0.0046| 0.0247] 0.0208| -0.4636| 2.4682| 0.0208
KERNEL -0.0007| 0.0320| 0.0007| -0.0012| 0.0324]| 0.0009| -0.1168| 3.2389| 0.0009
KGHM -0.0002| 0.0173| 0.0096| -0.0003| 0.0173| 0.0058| -0.0324| 1.7313| 0.0058
LOTOS -0.0012] 0.0175| 0.0178| -0.0013| 0.0179] 0.0078| -0.1323| 1.7864| 0.0078
LPP -0.0006 | 0.0224| 0.0003| -0.0009| 0.0224]| 0.0006| -0.0877| 2.2421| 0.0006
MBANK 0.0001| 0.0164| 0.0887| 0.0000| 0.0164| 0.0636| -0.0016]| 1.6374| 0.0636
ORANGEPL | -0.0005| 0.0164| 0.0103| -0.0007| 0.0165| 0.0081| -0.0658| 1.6460| 0.0081
PEKAO 0.0001| 0.0158| 0.5211] 0.0000| 0.0158| 0.4075| -0.0018| 1.5837| 0.4075
PGE 0.0007| 0.0163| 0.6868| 0.0006| 0.0163| 0.5814| 0.0597| 1.6324| 0.5814
PGNIG -0.0004| 0.0186| 0.4728| -0.0006| 0.0187| 0.3305| -0.0587| 1.8734| 0.3305
PKNORLEN | 0.0009| 0.0176] 0.0502| 0.0007| 0.0177| 0.0565| 0.0709| 1.7685| 0.0565
PKOBP -0.0003| 0.0125| 0.8317| -0.0004| 0.0125] 0.7363| -0.0391| 1.2495| 0.7363
PZU 0.0004| 0.0132| 0.0035| 0.0003| 0.0132] 0.0021| 0.0318]| 1.3231| 0.0021
SYNTHOS | -0.0010| 0.0160| 0.0324| -0.0011| 0.0160| 0.0192] -0.1148| 1.6044| 0.0192
TAURONPE | 0.0007| 0.0161] 0.0280] 0.0006| 0.0161] 0.0168| 0.0581] 1.6115| 0.0168

Table 1 Means, standard deviations and p-values for normal distributions of rates of return (R1), logarithmic
returns (R2) and R3

The parameters of NIG distribution for each stock were estimated using GeneralizedHyperbolic Package.
Table 2 contains additional parameters of rates of return: e.g. skewness and excess kurtosis as well as p-values
for the Kolmogorov-Smirnov test of goodness-of-fit which was used to test the null hypothesis that the empirical
distribution is the same as the estimated NIG distribution. For all stocks we failed to reject the null hypothesis,
thus we assume that rates of return of all analyzed stocks can have NIG distribution.

R1 R2 R3
Stock skew | ex.kurt | p-value | skew | ex.kurt | p-value | skew | ex.kurt | p-value
ALIOR 0.1094| 0.6393| 0.4014| 0.0474| 0.6105| 0.4074| 0.0474| 0.6105| 0.4067
ASSECOPOL | -0.2363| 2.8618| 0.9363| -0.3356| 3.0477| 0.9319| -0.3356| 3.0477| 0.9314
BOGDANKA | -0.0411| 1.2093| 0.8957| -0.1154| 1.2039| 0.8937| -0.1154| 1.2039| 0.8916
BZWBK 0.0303| 0.1639] 0.9131] -0.0200| 0.1785]| 0.9122| -0.0200| 0.1785| 0.8295
EUROCASH | 0.1806| 1.2562| 0.7841| 0.0819| 1.2146| 0.7850| 0.0819| 1.2146| 0.7875
JISW -0.0545| 1.0198| 0.7858| -0.1654| 1.0690| 0.7981| -0.1654| 1.0690| 0.7968
KERNEL -0.4972| 7.2336| 0.8164| -0.9841| 10.1127| 0.8159| -0.9841| 10.1127| 0.8162
KGHM -0.1335] 0.8230| 0.8551| -0.2055| 0.8422] 0.8581| -0.2055| 0.8422| 0.8579
LOTOS -1.7123] 13.7712| 0.7489| -2.0808 | 17.1923| 0.7515| -2.0808 | 17.1923| 0.7499
LPP -0.0881| 2.1916| 0.6457| -0.2306| 2.4273| 0.6487| -0.2306| 2.4273| 0.6503
MBANK -0.0633| 0.8016| 0.9551| -0.1314| 0.8242| 0.9523| -0.1314| 0.8242| 0.9522
ORANGEPL | -0.2031| 1.8884| 0.5363| -0.2978| 1.9960| 0.5288| -0.2978| 1.9960| 0.5259
PEKAO -0.2892| 0.6949| 0.8660| -0.3520| 0.8344| 0.8599| -0.3520| 0.8344| 0.8448
PGE -0.1763| 0.6499| 0.8852| -0.2410| 0.7670| 0.8840| -0.2410| 0.7670| 0.8843
PGNIG -0.5217] 2.3349| 0.8811| -0.6399| 2.8207| 0.8738| -0.6399| 2.8207| 0.8732
PKNORLEN | -0.3152| 2.3644| 0.9964| -0.4308| 2.7120| 0.9961| -0.4308| 2.7120| 0.9961
PKOBP -0.1006| 0.4019| 0.9938| -0.1455| 0.4585]| 0.9917| -0.1455| 0.4585| 0.9941
PZU -0.4402| 2.3450| 0.9049| -0.5228| 2.5386| 0.9050| -0.5228| 2.5386| 0.9048
SYNTHOS | -0.2752] 0.6540| 0.8246| -0.3367| 0.6987| 0.8333] -0.3367| 0.6987| 0.8326
TAURONPE | -0.0262| 0.1932] 0.3364| -0.0786| 0.1830| 0.3548| -0.0786| 0.1830| 0.3549

Table 2 Skewness, excess kurtosis and p-values for NIG distributions of rates of return (R1), logarithmic returns
(R2) and R3
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For every stock represented by the distribution function, we calculated the prospect theory value using the
formula (7) with the value function of the form (3):

,[_ 2,25(=x)"*(p(x))"” dx + J.x“‘“ (p(x0))* dx
PT(p) === 7 _ 0
[P0 de+ [(po)f s

0

&)

In formula (9) as the probability function p(x) we assumed the probability density function of the normal
distribution as well as the NIG distribution (formula (8)) with estimated parameters. Integrals used in (9) were
calculated in R software. For continuous distributions the integrals are complicated and the amount of required
computations is quite substantial, eg. to create a ranking of 20 stocks we had to compute 80 integrals. Based on
the prospect theory values (not presented here) we created the rankings of stocks (table 3). Number 1 is the stock
with the highest prospect theory value. Both rankings for R1 do not look similar. Five stocks out of all twenty
differ by more than 10 positions. The same situation is for both rankings for R2 — four stocks differ by more than
9 positions. However both rankings for R3 (R2 multiplied by 100) are much more similar. No significant differ-
ence in rankings for hundredfold of logarithmic returns in various periods of bull and bear market were also
obtained in [4].

The position of stock in the ranking depends on the assumed probability distribution function as well as the
way the rate of return is defined. For example assuming the NIG distribution, PKNORLEN is the third best stock
if R1 or R3 is considered and the worst of all stock if the logarithmic return (R2) is taken into account. Assuming
the normal distribution PKNORLEN is the sixth best stock regardless of the way a rate of return is defined.

Table 4 shows the Spearman correlation coefficients of rankings for different ways of calculating rates of re-
turn and for assumed distributions (NORM and NIG). If we assume normally distributed rates of return each pair
of rankings is very strong positively correlated. In other words, for the normal distribution, the position of stock
do not depend so much on the way the rate of return is calculated. Assuming the NIG distribution the rankings
differ much more.

Stock R1 R2 R3
NORM NIG NORM NIG NORM NIG
ALIOR 10 8 10 4 10 7
ASSECOPOL 2 10 2 3 2 1
BOGDANKA 13 2 13 13 13 12
BZWBK 8 9 8 2 8 8
EUROCASH 17 6 17 7 17 14
ISW 20 20 20 19 20 20
KERNEL 19 4 19 8 19 19
KGHM 11 18 11 17 11 13
LOTOS 16 17 16 16 16 16
LPP 18 5 18 6 18 15
MBANK 9 15 9 14 9 9
ORANGEPL 12 7 12 5 12 10
PEKAO 7 1 7 1 7 11
PGE 5 14 5 12 4 6
PGNIG 15 19 15 18 14 17
PKNORLEN 6 3 6 20 6 3
PKOBP 3 11 3 9 5 4
PZU 1 12 1 10 1 2
SYNTHOS 14 16 14 15 15 18
TAURONPE 4 13 4 11 3 5

Table 3 Rankings of stocks based on the prospect theory values
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NORM R2 R3 NIG R2 R3
R1 1 0.993985 R1 0.572932 | 0.227068
R2 0.993985 R2 0.302256

Table 4 Spearman correlations for pairs of rankings for the normal and NIG distributions

Although the idea of the prospect theory for continuous distribution is very interesting, the literature has so
far lacked the papers presenting the practical use of the prospect theory principles in the evaluation of random
rates of return. The reasons for such a situation can be seen in some difficulties that are encountered in the prac-
tical use of the this concept. The decision-maker has to know (or assume) the probability distribution functions
and estimates their parameters. It is well known that the rates of return often do not have a normal distribution.
The estimation of other probability functions and testing its goodness-of-fit requires a good knowledge of
statistical issues that goes beyond the basic knowledge of an investor.

5 Conclusions

The idea of the prospect theory for continuous distribution has two important features: it allows to describe
the choices which are inconsistent with stochastic dominance as well as it can be applied in the real economic
and financial problems. In our research the rankings of stocks not only depends on the assumed probability dis-
tribution but also on the way the rates of return are calculated. In our research rates of return of all stocks can be
modeled by the NIG distribution, and the normal distribution of rates of return can be assumed only for several
stocks. Assuming the NIG distribution the position of stock in the ranking largely depends on the way the rate of
return is defined. On the other hand the position of stock also depends on the probability distribution if ordinal or
logarithmic rates of return are calculated. It is worth noting that for the same methodology of creating the rank-
ing (prospect theory) the mathematical definition of a rate of return as well as its distribution function can largely
influence the ranking. It is mainly visible especially if we assume the NIG distribution which is often considered
in the analysis of stocks recently.
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A note on effect of errors in input parameters on
mean-variance efficient portfolios

Jitka Dupacova and Tom4s Petras!

Abstract.  Mean-variance efficient portfolios are influenced by errors due
to approximation, estimation and incomplete information. Therefore, the ob-
tained results — recommendations for the risk and portfolio manager, should
be carefully analyzed. This note presents results of a simulation study devoted
to the output analysis with respect to perturbed input data — expected yields
and elements of their covariance matrix. The motivation comes from results of
the simulation study [2] whose conclusions about the prevailing importance of
expectations turn out to be substantially influenced by the chosen value of the
model parameter that quantifies the level of the risk aversion of the investor.
Our simulation study complements these results comparing the influence of
perturbed values of expectations, variances and covariances of yields for the
whole range of the risk aversion parameter.

Keywords: Markowitz model, mean-variance efficient portfolios, perturbed
parameters

JEL classification: D81, G11, C61
AMS classification: 91G10, 90C31

1 The Markowitz mean-variance model

The Markowitz model is a static, single period model which assumes a frictionless market. It applies
to small rational investors whose investments cannot influence the market prices and who prefer higher
yields to lower ones and smaller risks to larger ones. Let us recall the basic formulation: The composition
of portfolio of I assets is given by weights of the considered assets, x;,4 =1,...,I, Y. x; = 1. The unit
investment in the i-th asset provides the random return p; over the considered fixed period. The assumed
probability distribution of the vector p of returns of all assets is characterized by a vector of expected
returns Ep = p1 and by a fixed covariance matrix ¥ = [cov(p;, p;), i,j = 1,...,I] whose main diagonal
consists of variances of individual returns. This allows to quantify the “yield from the investment” z
as the expectation pu(z) = >,z = 'z of its total return and the “risk of the investment” = as
the variance of its total return, o?(z) = Z” cov(pi, pj)Tiz; = 2 Xa. According to the assumptions, the
investors aim at maximal possible yields and, at the same time, at minimal possible risks — hence, a typical
decision problem with two criteria, “max” {u(z), —0?(x)} or “min” {—u(x),o?(x)}. The mean-variance
efficiency introduced by Markowitz is fully in line with general concepts of multiobjective optimization.
Accordingly, mean-variance efficient portfolios can be obtained by solving various optimization problems.

In accordance with [2] we use the scalarization technique and we shall present the results for the
parametric quadratic program
maj}({p—rl‘ -2z} (1)
re

where the value of parameter A > 0 reflects the level of investor’s risk aversion and X = {z € Rz >
0Vi, Y, x; = 1}; in general, the approach is valid for an arbitrary nonempty bounded convex polyhedron.

Problem (1) is a convex quadratic program and there exist various solution techniques and theoretical
results concerning its stability in dependence on elements of p, X, and parameter A. See e.g. Chapter 5.3
of [1] for the general theory and [3, 4, 5, 8] for applications to the Markowitz model. In the sequel, we
shall assume that ¥ is a positive definite matrix, briefly ¥ € S*.

ICharles University in Prague, Faculty of Mathematics and Physics, Department of Probability and Mathematical
Statistics, Sokolovskd 83, Prague 8, 18675, Czech Republic, dupacova@karlin.mff.cuni.cz
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For a fized value A, the objective function f(a;u, X;\) is linear in elements of p1, 3, hence, for each
A > 0 the optimal value
(. 33 A) = max{p "z — Ao ¥}
ze

is a convex function in g, ¥, hence continuous on R’ x S*. It means, inter alia, that for consistent
estimates p”, %", of p, X, the optimal value ¢(p”,3%;\) is a consistent estimate of the true optimal
value. This assertion can be complemented by the rates of convergence. Using the “delta” method,
cf. [10], section 7.2.2 for a succinct explanation, for asymptotically normal estimates p”, ¥, asymptotic
normality can be proved, and asymptotic confidence region derived.

Moreover, for each A > 0 and for all (11, %) € pux S, there exists unique optimal solution z* (1, 35 \),
a continuous vector function of y,%; cf. Theorem 5.3.2 of [1]. However, in general, its asymptotic
distribution is a mixture of normal distributions.

In this note we shall assume that problem (1) was solved for certain reference or nominal values of
elements of i, ¥ and we shall study influence of perturbations in these values on the output by simulation,
regardless of their origin. Of course, the results depend on the value of the model parameter A; notice
the evident differences for A = 0, i.e. no influence of perturbations in ¥ and possibly multiple optimal
solutions, and A > 0.

Notice that for multinormal N (u, ) distribution of returns the value of A may come from an under-
lying problem, e.g. from maximization of expected concave utility of the total return y, p;a;, or from
minimization of its VaR or CVaR, cf. [9].

2 Simulation study

In conclusions of [11], there are The Top 10 Points to Remeber in applications of stochastic programming
models to asset, liability and wealth management, including the Markowitz mean-variance model. Let us
quote:

The point# 1: “Means are by far the most important part of the distribution of returns,
especially the direction”...

Indeed, this was also the conclusion of [2] for the Markowitz model (1):

“..errors in means are over ten times as damaging as errors in variances, and over twenty
times as damaging as errors in covariances.”...

The simulation study of [2] was based on monthly returns in 1.1.1980 — 1.12.1989 of 10 randomly
selected stocks from the Dow Jones Industrial Average Index for fixed A = 0.02. The influence of changes
in the nominal parameters 6y containing selected elements of 1, X¢ obtained from historical data on the
optimal, mean-variance portfolio was quantified using values of the Cash Equivalent Loss (CEL). For
Markowitz model (1) CEL is equal to the relative error ratio

@(00; A) — 9(6; 1)
(005 N) ’

where 0 denotes the perturbed values of selected parameters; cf. [2]. Perturbations of components 6p; of
0y were generated randomly according to

CELg :=

0; = 00i (1 + ke;) (2)

where ¢; are iid N(0,1) random variables and the error magnitude is fixed by k = 0.05,0.10,0.15, 0.20.
The average values of CEL obtained by [2] for 100 data perturbations according to (2), separately for
perturbed means fi, variances .4, and covariances Y.y, are contained in the first column of Table 1.
The next columns of the table contain our extensions of these results for higher values of parameter A.

Figure 1 plots the average CEL values (in %) as a function of X for k = 0.1 Perturbations of means
are the prevailing factor for for A close to 0, but there is an evident change in ranking the importance
of perturbations which appears approximately starting with A = 0.1. For A > 0.5 the average values of
CEL remain approximately constant.
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A=0.02 A=0.2 A=1 A=2

CEL; | 5.41-1073 | 850 -10~% | 2.21 .10~ | 5.43 -10~6
CELg,, | 6.75-107* | 3.75 -1073 | 2.22 .10~ | 2.11 -10~3
CELs_ | 2.02-107% | 1.73 103 | 9.74 .10~* | 9.26 -10~4

CEL, | 2371072 3.35-107% | 8.53-107° | 2.10 -10~°
CELg, | 2571073 | 1.86 -1072 | 1.13-1072 | 1.07 -102
CELg, | 9.70 10 | 8.53 1073 | 4.92 1073 | 4.64 .10~

CEL, |5.25-1072 | 7.54 1073 | 1.89 -10~* | 4.62 -10~4
CELg, | 5.55-1073 | 4.70 -10~2 | 2.84 -102 | 2.70 -10-2
CELg_ | 270 -107% | 2.16 -1072 | 1.27 -10~2 | 1.21 -10~2

k=0.20

CEL, 8.46-1072 | 1.35 1072 | 3.34 -10~* | 8.09 -10~5
CELg, | 9.71-1073 | 8.74 1072 | 5.72 1072 | 5.51 -10~2

var

CELs | 4.21-107% | 2.71 1072 | 1.67 -10~2 | 1.60 -10~2

cov

Table 1 Average values of CEL for error model (2) using data from [2].

CEL
0.02
|

0.00
|

Figure 1 Dependence of CEL on risk aversion for error model (2) with k& = 0.1.
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Motivated by [6], we repeated the simulation experiment for a different construction of perturbations:
0; = Og; + ke s 3)

where ¢; are again iid random variables with N(0,1) distribution and A; reflects the spread of the
corresponding parameter values in the sample. The results are similar, see Table 2 and Figure 2. For
details see [7].

2=0,02 A=0,2 =1 =2

k=0,05
CEL; | 5131073 | 6.55 -107* | 1.52-107° | 3.28 .10
CELg, | 6561075 | 5.74 -107* | 3.99 -10~* | 3.86 -10~*
CELg, | 242107 | 2.23.107% | 1.21-107% | 1.14 .10

k=0,10

CEL, | 1.91-107% | 2.60 -1073 | 6.40 -10~° | 1.41 10~
CELg | 2.64-107* | 2.32 1073 | 1.64 10 | 1.59 103

CELg,, | 1.08-107% | 1.02-107% | 5.29 -1073 | 4.94 -10®

k=0,15

CEL; 4.03-1072 | 5.84 .10~ | 1.46 -107* | 3.32 -107°
CELs, 5.96 -10™* | 5.59 -107% | 3.96 -1073 | 3.84 -107*

var

CELs | 2.75-107% | 202102 | 1.18 102 | 1.12 -10~2

cov

k=0,20

CEL; 6.73 -1072 | 1.03 -1072 | 2.61 -10™* | 6.04 -10~°
CELs, 1.08 -1073 | 1.12-1072 | 8.03 -10~2 | 7.80 -1073

CELs | 4.79 1073 | 2.99 -1072 | 1.84 -10~2 | 1.74 -10~2

cov

Table 2 Average values of CEL for error model (3).

3 Conclusions
Our main conclusions can be summarized in the following two points:

e Small perturbations may cause visible relative errors in the optimal variance adjusted expected
return of the portfolio.

e The main source of errors need not be the expected return, the performance depends on the model
parameter A which quantifies the level of the risk aversion of the investor.

Similar results based on simulation studies can be obtained also for maximization or minimization of
other mean-risk objectives, e.g. for the mean-CVaR objective, cf. [6].
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Figure 2 Dependence of CEL on risk aversion for error model (3) with k& = 0.1.
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Switching Value of Public Projects
Stanislava Dvofékovél, Petr Jiticek?

Abstract. The goal of the paper is analysing the switching value which is part of
sensitivity analysis for pubic project socio-economic efficiency evaluation by means
of cost-benefit analysis pursuant the EU methodology. Determining the switching
value of a variable means finding the value of a critical variable at which the
economic net present value (ENPV) criterion of a project does not reach the
accepted minimum. The critical variable of a project will be represented by the
resulting amount of socio-economic cash-flow of the project in the examined year
when a crisis situation in its implementation occurs.

The switching value analysis will be carried out by means of a mathematical model
using function, which corresponds to the mathematical representation of the criterion
for evaluating the socio-economic efficiency of a public project. The model will be
designed for switching value analysis of both conventionally designed projects and
for nonconventional projects. The created model will be applied in a case study for
calculating the switching value of variables of a particular supposed public project
under the conditions of the amount of social discount rate determined by the EU.

Keywords: switching value, nonconventional public projects, cost-benefit analysis,
rational function, sensitivity analysis, economical net present value.

JEL Classification: C20, H43
AMS Classification: 65H04

1 Introduction

Public project social efficiency evaluation is executed by means of cost-benefit analysis, which, based on
theoretical principles of the optimising Kaldor—Hicks criterion, quantifies benefits from a project (definition in
[1]). In the area of public project evaluation, cost-benefit analysis uses the modern apparatus of investment
analysis used in commercial sector and working on the bases of discounting cash-flows from the investment [2].
The purpose of a public project implementation is reaching the state when its positive benefits overweigh the
losses. Public project impact evaluation is used in the first degree on the project financial analysis level when
accounting revenues and costs of a project (including investment costs) are defined and quantified on the basis of
so called financial cash-flows. On the level of project economic analysis, these financial cash-flows are
aggregated with quantified positive and negative externalities caused by the project into the resulting socio-
economic cash-flow. To judge social efficiency of public project, the EU methodology for public project social
efficiency evaluation uses economic net present value (ENPV), which is the discounted value of socio-economic
cash-flows. If ENPV is positive, the project is eligible for implementation and will receive support from the
European funds [3]. During public project implementation, however, there are crisis situations in their
construction, operational or liquidation stages which can change the resulting benefit of the project. The EU
methodology therefore uses sensitivity analysis to identify critical input variables both in the financial analysis
stage and in the resulting economic project analysis and one of the components of sensitivity analysis is also
identifying so called switching value of the project (see [3]).

2 Goals and methods

The goal of the paper is to model the switching value of a critical variable as part of sensitivity analysis on the
level of socio-economic cash-flows of a public project. Sensitivity analysis focuses on identifying critical
variables of a project when individual input/independent variables of the project (cash-flow) gradually change by
certain percentage and the consequent changes of output/dependent variable, here ENPV, are monitored.
Changes are monitored both on the basis of project financial analysis, i.e. on the level of commercial parameters
—accounting revenues and expenses — and on the resulting basis of project economic analysis, i.e. on the level of
quantifying positive externalities (benefits) and negative externalities (costs, losses). Based on the ceteris
paribus rule, only one input variable is always changed and the other parameters stay the same. According to the

! College of Polytechnics Jihlava, Department of Mathematics, Tolstého 16, 586 01 Jihlava, Czech Republic,
stanislava.dvorakova@vspj.cz.

2 College of Polytechnics Jihlava, Department of Economic Studies, Tolstého 16, 586 01 Jihlava, Czech
Republic, jiricek@vspj.cz.
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EU methodology, critical variables are the ones whose positive or negative change by 1% causes the resulting
change of the output variable (ENPV) by 5% [3].

Such small selected percentage changes, however, may not necessarily correspond to variable changes in real
life projects, where more significant crisis situations can occur in both their investment, operational and
liquidation stages. For this reason, the EU methodology also deals with the calculation of the threshold values of
variables by means of which critical value of the criterion of public project social efficiency evaluation can be
identified. The equation ENPV = 0 is considered the critical value of the criterion at which the project is
rejected. According to [3] it can alternatively be required that the resulting economic net present value does not
exceed the minimum level given by the project donor.

The examined input variable of the project in the model will thus be the resulting value of socio-economic
cash-flow in the selected examined year of a public project life span when the model crisis situation is expected.
The threshold value of this critical cash-flow will cause that the resulting benefit from project implementation
will equal zero and the situation when a public project brings no social benefit occurs. The switching value can
be defined in the form of a percentage deviation from the given variable (more in [4]).

In the basic version, switching value analysis will be carried out by means of a mathematical model using
rational function of the sixth degree, which corresponds to mathematical representation of the criterion for
evaluation of socio-economic efficiency of a 6-year-long public project financed from the European funds, i.e. of
economic net present value (ENPV).

The model for switching value analysis will be designed both for a conventionally proposed project and for
the variant of a nonconventional project where multiple alternations of project caused positive and negative cash-
flows occur. The created model will consequently be applied in a case study for calculating the switching value
of variables of specifically proposed public project under the conditions of social discount rate determined by the
EU for the programming period of 2007-2013.

3 Results and discussion

In case of public projects of development character, the net present value method (ENPV') says which cash-flow
caused by the investment will be left after deducting investment costs in the pre-projected life span

ENPV = 1
= 0 l+ k) ( )

where CF, is the cash-flow of the public development project (i.e. the benefits) minus costs, losses of the
project,

k is the common social discount rate (the required return on public investment from the
perspective of the investor or donor of the project)

n is the period of economic lifespan of the project (in our model case n = 6 ),

ENPV is economic net present value of the public project reflecting the benefit from the project from
a wider social economic view of the given investment.

The criteria for public development project efficiency evaluation, which essentially correspond to the criteria
used for business sector (see [6]):

ENPV > 0 - Investment will increase net economic wealth of the investor (project is accepted).
ENPV < 0 - Investment will decrease net economic wealth of the investor (project is rejected).
ENPV = 0 — Investment will not change net economic wealth of the investor (indifference between

accepting and rejecting the project).
For identifying switching value, we use a model public project where the project cash-flow equals
= [CF,, CFy, CF,, CF3,CF,,CFs,CFg] = [-3,1,1,1,1,1,1].

In case of conventional projects there is only one sign change in the CF number sequence; in case of
nonconventional project, there are more than one sign changes in the sequence of cash-flow stream.

To determine the switching value we define the following model scenarios:
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A. Classical conventional project with the cash-flow sequence CF = [—, + + + + ++].

B. Conventional project with critical introduction of operational stage with the sequence
CF = [-,—+++++].

C.  Nonconventional project with crisis situation during the course of operational stage with the
sequence CF = [—,++ —+ ++].

D. Nonconventional project with crisis situation in the final liquidation stage with the sequence
CF=[-,+++++-]

In Figure 1 we can see construction of individual curves (1) of the project, (definition in [7]) for simulating the
above stated scenarios of the public project model. In all the scenarios, the investment curves have only one
positive real root, namely k, = 0.243 for scenario A, k, = 0.062 for B, k, = 0.084 for C and k, = 0.136
for scenario D.

-4
‘— CFA=[-3 LLLL L1 CFB=[-5 -, LLLLI|—CFC[-3LL-LLLI]—=CFD=[-3LLLLIL —1]‘

Figure 1 Investment curves of the project ENPV = f (k) for individual scenarios

Now we will identify the threshold values of input variables, i.e. the project cash-flows for a selected
discount rate. It will be social discount rate determined by the donor of projects, i.e. by the European Union for
financial support from European funds in the programming period of 2007-2013. The rate of 5.5 % p.a. is valid
for financing public project of the EU member states from the Structural Funds and Cohesion Fund.

From formula (1) a general formula for calculating the variable CF; (for i = 0, ..., n) can be derived:

i-1 n i-1 n
. CF, CF, CF, CF,
CFy = ENPVyy (14 k) = ) =2 m——— N =)
Lo (1 +ks)™ L (Tt ko) £41.0551 £ 1.055

while the condition ENPV;,, = 0 (see above) and discount rate kg, = 0.055 was considered in our case.

In Table 1 we analyse the threshold values of critical variables in conventional projects, i.e. such values of
cash-flows in individual years of model project scenarios for which the economic net present value of the project
is equal to zero and the project does not bring social benefit. The switching value height subsequently indicates
the percentage deviation from the initial estimated cash-flow value. The deviation is necessarily negative as only
a drop of project cash-flow value causes a drop of benefit judged on the basis of the ENPV criterion (for
significant criteria see above). Pursuant the results in Table 1 it can be stated that in the examined model
scenarios (conventional project and conventional project with critical introduction of the initial stage), the
switching value in case of unit cash-flows rises proportionally to the length of ongoing project implementation.
Yet the model scenario B is clearly more sensitive and even a slight change of switching value indicates a loss of
benefit from the project measured by ENPV.
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scenario A B
Proposed Threshold CF Switching Proposed | Threshold CF | Switching
Year CF value value CF value value
0 -3 -5.00 -67% -3 -3.10 -3%
1 1 -1.11 -211% -1 -1.11 -11%
2 1 -1.22 -222% 1 0.89 -11%
3 1 -1.34 -234% 1 0.88 -12%
4 1 -1.47 -247% 1 0.88 -12%
5 1 -1.61 -261% 1 0.87 -13%
6 1 -1.75 -275% 1 0.86 -14%

Table 1 Switching values and cash-flow threshold values

of individual conventional project scenarios

In Table 2 we analyse the threshold value of variables in nonconventional projects with multiple alternation
of positive and negative cash-flows, namely for the scenarios with a crisis in the operational stage of the project

and with a crisis in the final liquidation stage of the project.
sensitivity of the project benefit measured by means of ENP
obvious that the more distant a negative cash-flow (meaning a

We can see that due to negative cash-flows, the
V to the change of the variables decreased. It is
crisis in the project) is from the beginning of the

project implementation, the larger negative changes of cash-flows are necessary to reject the project.

scenario C D
Proposed | Threshold CF | Switching Proposed | Threshold CF | Switching
year CF value value CF value value
0 -3 -3.292 -10% -3 -3.545 -18%
1 1 0.692 -31% 1 0.425 -58%
2 1 0.675 -33% 1 0.393 -61%
3 -1 -1.343 -34% 1 0.360 -64%
4 1 0.638 -36% 1 0.325 -68%
5 1 0.618 -38% 1 0.288 -71%
6 1 0.597 -40% -1 -1.752 -75%

Table 2 Switching values and cash-flow threshold values o

f individual nonconventional project scenarios

In the following Figures 2 and 3, the initial cash-flows in individual simulated scenarios of the model project
and threshold values of cash-flows are graphically presented, while there is a loss of benefit at the critical value
of ENPV = 0. The percentual deviation between both the variables in individual years of the project life span is

the demanded switching value.

A =Proposed CF  CThreshold CF value B =Proposed CF @ Threshold CF value
1 4 1 4
0 - o
.1 4
.1 4
.2 4
_2 4
.3 4
o] 3 -
5 4

Figure 2 Cash-flow threshold values of individual scenarios of conventional projects
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C M Proposed CF [ Threshold CF value D H Proposed CF [ Threshold CF value
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-3 . -3
-4 -4

Figure 3 Cash-flow threshold values of individual scenarios of nonconventional projects

The model for switching value calculation will now be tested on a real-life project financed from the
European funds. It is a project of the technical centre and electronic filing service of the Olomouc Region, which
was proposed for implementation in 2013-2022. In the model, the project switching values are determined for
the period of 13 years based on cash-flows quantification on the level of project economic analysis. From the
analysis of Table 3 it can be stated that the project is proposed with very low sensitivity to cash-flow changes in
individual project years. Unlike the basic model, this model shows considerable fluctuations in switching values.

Project CF Threshold value Switching

t Year in mil. CZK in mil. CZK value

0 2010 -0.58 -159.67 -27613%
1 2011 -57.27 -225.12 -293%
2 2012 -0.30 -177.38 -59025%
3 2013 35.58 -151.23 -525%
4 2014 35.58 -161.51 -554%
5 2015 35.58 -172.35 -584%
6 2016 35.58 -183.78 -617%
7 2017 35.58 -195.85 -650%
8 2018 15.58 -228.58 -1567%
9 2019 29.58 -228.01 -871%
10 2020 29.58 -242.17 -919%
11 2021 29.58 -257.12 -969%
12 2022 29.58 -272.89 -1023%

Table 3 Switching values and cash-flow threshold values of the case study

project CF E1Threshold CF value

mil. CZK

-250 =

-350

Figure 4 Cash-flow threshold values of individual scenarios of nonconventional projects
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4 Conclusion

Determining the switching value of a project can be defined as finding such a value of the percentual deviation
from the project’s cash-flows that will cause its zero benefit measured by means of economic net present value.
That ENPV is the basic method for evaluating social efficiency of public projects financed from the European
funds. The switching value indicates the sensitivity of the output variable of the project to the change of the input
variable while following the ceteris paribus rule. Low switching value means high sensitivity and low stability of
the proposed project efficiency and high values, on the contrary, mean low sensitivity of the project benefit to
the cash-flow change, while on the level of economic project analysis it cannot be distinguished whether these
are cash-flows or flows from externalities valued via shadow prices. However, from the case study analysis it
can be deduced that extremely high switching values may not necessarily mean high stability of the project
social efficiency but rather an oversized quantification of the cash-flow from externalities. This indication could
consequently be confirmed or disproved by a more detailed analysis of cash-flow quantification, especially in the
area of positive externalities valuation. Further development of the proposed model can be carried out in the
direction of a more detailed decomposition of cash-flows or in the area of multi-parametrical determining of
switching value (e.g. related to discount rate).
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Monopoly profit maximization model in the
conditions of perfect price differentiation at
a non-linear price setting

Prof., Dr. Michal Fendek , Prof., Dr. Eleonora Fendekova 2

Abstract. We can speak of a price differentiation of a monopoly production when a
monopoly uses its market position or economic power to set and enforce a market
price in accordance with its interests and thereby ensures maximum profit on a rele-
vant market. We can say that a monopoly uses its position to reach a monopoly profit
which exceeds profit on a perfect competition market.

A tool to reach this goal is a market price and a monopoly is at relatively wide liberty
to set this price. The very practice of defining different prices to the same products is
widely implemented in a market environment and is not at all a typical attribute of
monopolies only. Most companies use price differentiation of some kind whether it’s
a price differentiation of regional markets in a country of origin, a price differentiation
between domestic and foreign markets, between wholesale and retail or simply be-
tween different customers. Bloom [2] shows, that only small percentage of companies
does not use any kind of price differentiation towards its customers at all.

In this article we discuss the general aspects of quantitative analysis of monopoly
profit differentiation models while analyzing an optimization monopoly profit maxi-
mization model in the conditions of perfect price differentiation at a non-linear price
setting more closely. This type of price differentiation is also known as second degree
price differentiation. In this case a monopoly sets a differentiated price by setting dif-
ferent prices for different purchase volumes.

Keywords: Perfect price rice differentiation, profit maximization model, non-linear
price setting, optimality conditions.

JEL Classification: D11, D43, L1144
AMS Classification: 49M05

1 Introduction

Price differentiation at a non-linear price setting is also known as a second degree price differentiation. Essentially
it is a price differentiation when a monopoly sets different prices for different volumes of purchases which is
generally called volume rabat. With this price differentiation a price-supply function p = s(x) defines price p, for
which a monopoly is willing to sell x units of a product. Monopoly revenue e(x) is then also a non-linear function
of a sale volume, that is a product of a price and respective supply in a form:

e(x) = s(0)x D

Let’s now assume that an i-th consumer S; for i=1, 2,..., m is willing to purchase x; units of a price differentiated
good at a price p; = s(x;) and is therefore willing to pay an amount of

1y = s(x)x; )

monetary units. Ultimately, for a consumer as well as for a monopoly it is only important that an i-th consumer is
willing to pay for a purchase of x; units of a product the amount r; monetary units. Therefore a monopoly de facto
doesn’t analyze the differentiated price p = s(x), but instead it is interested in determining an optimal combination
(i, x).

* University of Economics Bratislava, Department of Operations Research and Econometrics, Dolnozemska cesta
1/b, 852 35 Bratislava, Slovakia, e-mail: fendek@dec.euba.sk.

2 University of Economics Bratislava, Department of Business Economics, Dolnozemska cesta 1/b, 852 35 Brati-
slava, Slovakia, e-mail: nfendek@dec.euba.sk.
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2 Monopoly profit maximization model in the conditions of perfect price
differentiation

Following we will address the analysis of monopoly profit maximization models while applying the different
schemes of price differentiation.

While formulating the model, we will assume a somewhat simplified assumption that on a relevant market there
is only one “average” or “aggregated” consumer who experiences utility expressed in monetary units by a real
utility function u(x)while purchasing x units of a product. A monopoly uses this situation in a way that it offers
such a combination of price and supply(p*, x*), which maximizes monopoly’s profit.

We have to realize, however, that a monopoly offers “all or nothing” choice, meaning that price p” is valid only
in case of purchasing exactly x* units of a product with differentiated price and monopoly revenue will be

rt = p*x»:

In other words, a consumer either purchases X" units of a product at a price p*, or has no possibility to purchase
the product.

Let’s now have a look at a cost function of a monopoly:
n(x) = nv(x) + ng 3)
while
n(x): R — R — continuous and differentiable total cost function,
nv(x): R — R - continuous and differentiable variable cost function,

ny — fixed costs.

Assuming that total costs only account for monopoly’s variable costs and we abstract from fixed costs, cost
function of a monopoly is:

n(x) = nv(x)
Profit function of a monopoly as a difference between its revenue and costs would then be:
m(x) = px — n(x) 4

n(r,x) =r—n(x) (5)

or

Waldman, D. E. — Jensen, E. J. [9] show, that a monopoly identifies an optimal, profit maximizing, combination
of total revenues and supply (r*,x*) based on a solution of an optimization problem in a form:

n(r,x) =r —n(x) » max (6)
subject to
ux)=r ()]

Constraint (7) guarantees rationality of consumer’s behavior, who is willing to spend r financial funds on x
units of a product only in a case that his feeling of satisfaction from the purchase expressed in monetary units using
utility function u(x) will at least be as high as his expenses. Let us remind that r expresses not only monopoly
revenue from selling its production in volume x for monopoly price p but has an important alternative intuitive
interpretation. At the same time it represents consumer’s willingness to spend r financial funds on purchase of
supplied volume of products at a given market price.

Since a monopoly obviously expects its revenues at a level of customer’s feeling of maximum satisfaction, the

constraint (19) is actualized as equality and further we will analyze a monopoly profit maximization problem in a
form
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n(r,x) =r —n(x) » max (8)
subject to
u(x) =7 9

In Bazaraa, M. - C. M. Shetty, C.M. [1] we can see, that this optimization problem of mathematical program-
ming represents maximization problem on bound extremum. Let us express the problem in a standard form —as a
minimization problem, while we add the conditions of non-negativity of variables:

—n(r,x) = —r + n(x) > min (10)

subject to
ux)=r (11)
x,r=0 (12)

For optimization problem (10) ... (12 we can formulate generalized Lagrange function:
L(r,x,A) =—r+n(x) — Aulx) —1) (13)

Kuhn — Tucker optimality conditions for Lagrange function (13) are:

0L(r,x, 1) >0 aL(r,x, A) >0 0L(r,x, ) —0
ox ar a
AL(r,x,A) aL(r,x, 1)
o O 0 as
x=0 r=0

Jarre, F. - Stoer, J [6] show, that after substituting analytical form of Lagrange function (14) we can restate Kuhn —
Tucker optimality conditions of a consumer utility function maximization problem as follows:

n'(x) —A'(x) =0 (14.1) —-1+21=0 (14.4)  u(@)-r=0 (147)
x(n'()— ' @) =0 (142) r(-1+1)=0 (145)
x=0 (14.3) r=0  (14.6)

We can see that if a monopoly has an interest to enforce such an optimal combination of price and supply of its
production, represented by revenue and supply vector(r*, x*), which would maximize its profit 7(r,x) = r — n(x),
there must exist a Lagrange multiplier 2*, for which a Kuhn — Tucker optimality conditions (9) are met — meaning that
a variables vector (x*,7*,1*) isa solution to the system of equations and inequalities (14.1),..., (14.7).

Let us now have a closer look at Kuhn —Tucker optimality conditions (14) for a monopoly profit maximization
problem in the conditions of an optimal combination of price-differentiated product supply and price. Assuming that a
monopoly supplies positive optimal volume x* > 0 of product with a differentiated price, its optimum revenues will
also be positive and r* = px* > 0. From positive optimal revenue and validity of optimality condition (14.5) results an
optimal value of Lagrange multiplier 2* = 1. But if 1* = 1, then for optimal positive value of monopoly production
x* > 0 and concurrent validity of optimality condition (14.2) following relations are valid

x*(n’(x) - A*u’(x*)) =0A x*>1 = n'(x)-1u{Ex)=0 (15)
nx) - A2uEx)=0 A1rr=1=

w(x) = n'(x) (16)

Relation (16) confirms a very important fact, namely that a monopoly supplies such an optimal production volume x*,
for which marginal utility equals marginal production costs.

Let us now analyze one specific situation of monopoly cost structure. Let’s assume that fixed costs continue to

be zero while variable costs are linear, so the cost function is n(x) = cx, resulting in marginal costs to be constant
and equal unitary variable costs ¢ of the monopoly production, while
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dn(x) _ d(cx) _
dx ~ dx ¢

Relation (16) can be then expressed as:
u'(x)=c 17)

So the relation (16) in the end represents an inverse function of monopoly supply and supply function can be ex-
pressed in a form:

x = W)™(c) = s(c) (18)

So supply is a function of monopoly costs, which is of course logical and it confirms a connection between
producer’s technological level and his supply. Pepall, L. — Richards, D. - Norman , D. [7] show, that deciding an
optimal combination of price and supply a monopoly chooses pare to-optimal solution — marginal willingness of
consumers to purchase supplied volume of products corresponds with monopoly marginal costs. In other words a
monopoly accepts a state that it can only better its market position if a consumer’s situation gets worse. Neverthe-
less, a producer is in a situation when he takes and advantage of all the pareto-optimal volume of supply so he
reaches maximum profit

max w(r,x*) =r*—n(x*) =0
while a consumer seemingly doesn’t consume at all — his feeling of utility is fully “eliminated” by his expenses
u(x)— r"=0

Let us now examine a hypothetical situation when a monopoly supplies the same volume on this market which
he could have supplied on a market of perfect competition. As a matter of fact, on the market of perfect competition
a supplier produces exactly the amount that makes price and marginal costs as well as supply and demand con-
sistent. The concurrence of these two conditions results in

p(x) = ¢ (19)

which exactly matches the condition (17), from which a relation (18) for supply inverse function was derived.
Naturally, in this hypothetical case the benefits of sale in a competitive equilibrium are divided totally differently.
A consumer reaches non-negative utility

u(x) — cx*=20
and on the other hand a company reaches no profit, as

a(r,x) =r"—n(x*) =pxHx* —cx* =cx* —cx* =0.

3 Conclusion

Based on the formalized analytical tools we showed that if a producer has enough market power to not only accept
the market price but to be able to significantly influence and create it, he can quite effectively use his knowledge
of consumer behavior to optimize a combination of supply and price of his product. As a matter of fact, it is a
rational use of the information complex about the behavior of a consumer with specifically structured market
basket, where they separately analyze consumer’s utility regarding purchase of optimal volume of a price-differ-
entiated product and this utility is represented in monetary units. Other goods in the market basket are being studied
without any further specification of their volumes or range as one “aggregated good” and utility regarding purchase
of these other goods is represented in monetary units as a simple sum of expenses spent on the purchase.

Regarding this fact, let us just remind that a marginal utility of a last unit purchase expressed in monetary units
at the same time represents willingness of a consumer to pay for a product a price corresponding with this marginal
utility. In other words, at the end it is not relevant how a monopoly discriminates the consumers. It doesn’t matter
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whether it applies an “all or nothing” rule or whether an individual units of production are sold at a differentiated
prices corresponding to marginal willingness of a consumer to buy this unit of a product.
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Testing Gibrat’s law for small and medium-sized manufacturi-

ing firms: empirical evidence for the Czech Republic
Roman Fiala®

Abstract. The paper focuses on the investigation of the relationship between firm size
and firm growth for the small and medium-sized manufacturing enterprises (SMEs)
from the Czech Republic during 2007-2012. The study has two aims. Firstly to inves-
tigate the validity of Gibrats law over the entire period 2007 to 2012 and secondly to
examine if there is any convergence toward the Gibrat’s law through time. The valid-
ity of Gibrat’s law was tested with the help of linear regression model with first-order
autoregressive process. Over the entire period 2007-2012, it was found statistically
significant positive relationship between firm size and firm growth, so Gibrat’s law
was rejected. However there is a convergence (with the exception of the period 2010-
2011) toward the validity of Gibrat’s law through time. While for the period 2007—
2008 there is statistically significant relationship between firm size and firm growth
and Gibrat’s law is rejected, if was found no statistically significant relationship be-
tween firm size and firm growth for period 2011-2012 and Gibrat’s law for this period
holds.

Keywords: Gibrat’s law, firm size, firm growth, small and medium-sized enterprises.

JEL Classification: L11, L26
AMS Classification: 62M10

1 Introduction

Many scholars have focused on the relationship between firm growth and firm size. These researchers have been
influenced by Robert Gibrat [15]. Gibrat’s [15] law states that firm growth is a random walk, independent of
company size. Gibrat’s law is known the Law of Proportionate Effect (LPE) as well.

The findings of the studies, which are focused on the Gibrat’s law, are not unified. A lot of studies have rejected
the Law of Proportionate Effect, for instance AmirKhalkhali and Mukhopadhyay [2], Almus and Nerlinger [1],
Oliveira and Fortunato [23], Dunne and Hughes [10]; Feizpour, Mahmoudi and Soltani [14], Goddard, Wilson and
Blandon [16], Evans [12] or Evans [13]. Other studies tended to confirm the Gibrat’s law (for example Del Monte
and Papagni [9], Simon and Bonini [24] or Hymer and Pashigian [19]). Some authors rejected Gibrat’s law only
in some industries and in others confirm the validity (for example Chen and Lu [5] or Aslan [3]). Studies differ in
many aspects: (1) data (length of time series, sample of firms, country, industry), (2) chosen empirical model and
(3) firm size measurement.

Some authors (for instance Lottti, Santarelli and Vivarelli [21] or Tang [26]) deal with the difference between
the verification of Gibrat’s law in the short run and long run. Both studies describe two models of passive and
active learning, which suggest, that Gibrat’s law tends to reject in the short run and tends to hold in the long run.
First argument for this hypothesis is a Bayesian model of noisy selection — according this model of passive learn-
ing, efficient companies grow and survive and inefficient enterprises tends to decline and fail (Jovanovic [20],
Lotti, Santarelli and Vivarelli [21]). Lotti, Santarelli and Vivarelli [21, p. 33] simply describe this model: ,,...firms
are initially endowed with unknown, time-invariant characteristics, i.e., ex-ante efficiency parameters, while ex-
post the prior distribution is updated as evidence comes in which leads some firms to discover that they are more
efficient than others. Thus, each firm has to decide on its strategy: whether to exit, to continue at the same size, to
expand, or to reduce its productive capacity. After the noisy selection process has been completed, the law of
proportionate effect tends to confirm (Tang [26]).

The active learning model was designed by Ericson and Pakes [11]. Teruel-Carrizosa [27, p. 360] aptly and
shortly describes this model: “...firms could modify their own level of efficiency by increasing their investments.
However, these firms have to consider investment by other firms and external shocks. This means that, while a
firm makes a great effort to invest, it should also take into account investment by its competitors.”

! College of Polytechnics Jihlava, Department of economic studies, Tolstého 16, 586 01 Jihlava, roman. fi-
ala@vspj.cz.
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This paper has two aims. Firstly to verify the validity of Gibrat‘s law over the entire period 2007 to 2012 and
secondly to investigate if there is any convergence toward the Gibrat’s law through time. Both goals will be veri-
fied for the small and medium-sized manufacturing enterprises (SMEs) from the Czech Republic with the help of
database Albertina CZ Gold Edition.

2 Data and methodology

The data for this study come from the database Albertina CZ Gold Edition. It was used data about the small and
medium-sized manufacturing enterprises (SMEs) from the Czech Republic for the period 2007 to 2012. For the
measurement of firm size are used revenues. Manufacturing sector is section C according to CZ-NACE classifica-
tion.

For definition of small and medium-sized manufacturing enterprises was used Commission Recommendation
2003/361/EC of 6 May 2003 concerning the definition of micro, small and medium-sized enterprises. The small
and medium-sized enterprises employ fewer than 250 employees and have an annual turnover fewer than 50 mil-
lion EUR, and/or annual balance sheet total fewer than 43 million EUR [6]. Firms were divided on the basis of
data from the year 2007.

According to Daunfeldt and Elert [8] we use only data such companies, which were in 2007 at least 5 years in
the industry and survived throughout the entire period 2007 to 2012. In case of inclusion of all firms, the results
could be biased because smaller companies have a higher expected probability of exit than their larger counter-
parts. There is not included new entrants during 2007 to 2012 in the data, because these new firms should have
specific development. The descriptive statistics are shown in table 1.

year N Mean Std. Dev.
2007 6343 10.171 1.735
2008 6343 10.100 1.749
2009 6343 9.959 1.758
2010 6343 9.873 1.815
2011 6343 9.894 1.865
2012 6343 9.814 1.930

Table 1 Natural Logs of revenues in thousand CZK

To verify the validity of Gibrat’s law we use the approach of Daunfeldt and Elert [8]. They estimate the validity
of Gibrat’s law using this model

InS} = ajo + ;1. In S}y + 6. Te + e, (@)

Where S}tis the size of i-th firm of j-th industry in time t, 8;,. T;is a vector of time specific fixed effects. To
estimate the Gibrat’s law validity, we modify the original model (equation 1) and use this form

ISy = ag + ay. InSy_1y + a5. NACE; + a3y Ty. NACE; + uy, )

Where S;;is the size of i-th firm in time t, NACE;is the dummy variable for industry using 5-digit NACE
classification of i-th firm, a,. NACE; is the vector of industry specific fixed effects, as. T,. NACE; is a vector of
time and industry specific fixed effects. The values of parameter a;indicate if the the Gibrat’s law is valid or not.
The Gibrat’s law holds if @jequal to one. The value smaller than one implies, that small firm grow faster than
large and the value higher than one, that large firm grow faster than small.

We use the revenue as an indicator of firm size. The revenue represents the real revenues which are calculated
using consumer price index published by the Czech Statistical Office [7]. The indicator “revenue” includes reve-
nues from sales of goods and services. Like Daunfeldt and Elert [8], to estimate the parameters of model we use
OLS estimator. Because of heteroskedasticity and serial correlation problem, we use OLS estimator with cluster-
robust standard errors. To confirm or reject Gibrat’s law, we test null hypothesis HO: (&;) = 1 versus H1: (ay) #
1 using F-test.

3 Results and discussion

We estimate validity of Gibrat’s law using linear regression model with first-order autoregressive process. Firstly,
it was investigated Gibrat’s law for the entire period 2007-2012. It was used two versions of equation (2). Model
(1) contains only the time specific fixed effect, which captures time-variant heterogeneity in growth rates. Model
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(2) includes also industry specific fixed effect and industry and time specific fixed effect capturing industry-variant
heterogeneity in growth rates.

As you can see in the table 2, over the entire period 2007-2012, it was found statistically positive relationship
between firm size and firm growth, so Gibrat’s law was rejected for both models (1) and (2). For this whole period
2007 to 2012 smaller manufacturing enterprises grew faster than their larger counterparts in the Czech Republic.

These results are consistent for example with Almus and Nerlinger [1], Oliveira and Fortunato [23] or Goddard,
Wilson and Blandon [16]. Almus and Nerlinger [1] focused on the situation in West Germany in the period 1990
to 1996 and found, that smaller companies have larger growth potential than larger firms. The same findings found
in their study Oliveira and Fortunato [23], which investigated data of Portuguese manufacturing industry for the
period 1990 to 2001. Goddard, Wilson and Blandon [16] verified Gibrat’s law in manufacturing sector in Japan in
the period from 1981 to 1996. According this study, Gibrat’s law should be rejected.

Model (1) Model (2)

In.Se1 (o) 0.990501***  0.984754***
(0.0022663)  (0.0027642)
T fixed effects Yes -
NACE; fixed effects - Yes
T.NACE; fixed effects - Yes
Constant 0.0254399 1.301418
(0.024631) (1.133732)
R? 0.9391 0.9429
N 31715 31715
F-test? 17.57 30.42
p-value 0.0000 0.0000

Table 2 Estimation of Gibrat’s law validity - period 2007-2012

Notes: ***significant at the 1 per cent level, **significant at the 5 per cent level, *significant at the 10 per cent
level, robust standard errors in brackets, a. F- test of HO: 03=1.

According to Lotti, Santarelli and Vivarelli [21], Gibrat’s law was investigated year-by-year (five separate
estimates) using equation (2) (see table 3) with the aim to reveal, if there is convergence toward Gibrat’s law
through time (ex post). The results presented in table 3 indicate that consistently with Lotti, Santarelli and Vivarelli
[21], convergence toward Gibrat-like behavior through time is found ex post. While in the first two periods (2007-
2008 and 2008-2009) is Gibrat’s law rejected at the 1 percent level (p-value of F-test is 0.0000), for the following
periods (2009-2010, 2010-2011, 2011-2012) is Gibrat’s law confirmed at the 1 percent level. In the period 2010-
2011 is Gibrat’s law rejected at the 5 percent level.

These findings are consistent with the studies of Tang [26] and Lotti, Santarellia and Vivarelli [21], in which
was Gibrat’s law rejected for the entire period, but convergence toward this Law occurs through time. Reason for
this finding should be probably models of active and passive learning mentioned above.
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Years 2007-2008 2008-2009 2009-2010 2010-2011 2011-2012
In.St-1 (al)  0.9673502 0.9689738 0.9901258 0.9869681 1.006721
(0.0071224)  (0.0067236)  (0.0067608)  (0.0065164)  (0.0056736)
NACE Yes Yes Yes Yes Yes
Constant 1.431736 0.9804877 -0.4345214 -0.464511 0.114717
(1.100845) (0.5752426)  (0.3717485)  (0.3672849)  (0.1139327)

R2 0.9455 0.9361 0.9361 0.9432 0.9432

N 6343 6343 6343 6343 6343
F-testa 21.01 21.29 2.13 4.00 1.40
p-value 0.0000 0.0000 0.1442 0.0456 0.2362

Notes: ***significant at the 1 per cent level, **significant at the 5 per cent level, *significant at the 10 per cent
level, robust standard errors in brackets, a. F- test of HO: a1=1.

Table 3 Estimation of Gibrat's law validity (model 2) — year-by-year estimation

4 Conclusions and suggestions for further research

Overall, this study analysed the relationship between firm growth and firm size for the small and medium-
sized manufacturing enterprises from manufacturing sector for the period 2007-2012.

This paper had two goals - to investigate the validity of Gibrat‘s law over the period 2007 to 2012 and to verify
if there is any convergence toward the Gibrat’s law through time.

Over the entire period 2007-2012, Gibrat’s law was rejected, smaller companies grew in this period faster than
larger firms. However, year-by-year estimation revealed a convergence toward the validity of Gibrat’s law, which
is the main finding of this paper.

One of the theme of the future research can be gender structure of top level management and impact of this
factor on the Gibrat’s law. For instance, according to Slaba [25], management belongs to the most important stake-
holders. Women’s behaviour can be specific (in comparison to men’s behaviour) and this fact can influence the
validity of the Gibrat’s law.

The results of Watson [28] indicate that female-controlled SMEs have relatively lower levels of external fund-
ing in comparison with male counterparts. The cause of this fact could be risk averse behavior of women rather
than bank discrimination. Hedija [17] and Hedija [18] concludes that female managers in comparison to their male
counterparts have a lower tendency to apply wage discrimination against women. This fact can be motivated for
women and positively influenced their performance. Empirical studies show that firms owned by women are
mostly smaller, often have lower profits and revenues (for example Aspray and Cohoon [4].

Acknowledgements

Supported by the internal grant of the College of Polytechnics Jihlava ,,The relationship among firm size, firm
growth and gender characteristics®.

References

[1] Almus, M., and Nerlinger, E. A.: Testing “Gibrat’s Law” for Young Firms — Empirical Results for West
Germany. Small Business Economics 15 (2000): 1-12.

[2] AmirKhalkhali, S., and Mukhopadhyay, A. K.: On the relationship between firm size and firm growth:
some Canadian results. In: Proceedings of the Pennsylvania economic association 2008 conference. Slip-
pery Rock University of Pennsylvania. (Baumgardner, G., Baier, M. B., eds.). Slippery Rock, 2005, 24-30.

[3] Aslan, A.: Testing Gibrat’s law: empirical evidence from panel unit root tests of Turkish firms. MPRA: Mu-
nich Personal RePEc Archive. 2008. [Online]. Available at: http://mpra.ub.uni-
muenchen.de/10594/1/mpra_paper_10594.pdf. [Accessed: 2015, March 18].

[4] Aspray, W., and Cohoon, J. M.: Gender Differences in Firm Size, Growth, and Persistence: A Review of
Research Literature on Women's Entrepreneurship in the Information Technology Field. (2007). [Online].
Auvailable at: https://www.ncwit.org/sites/default/files/resources/1_entrepreneurialgrowth.pdf. [Accessed:
2015, April 21]

[5] Chen,J.R., and Lu, W. C.: Panel unit root tests of firm size and its growth. Applied Economics Letters 10
(2003): 343-345.

175



Mathematical Methods in Economics 2015

[6] Commission Recommendation 2003/361/EC of 6 May 2003 concerning the definition of micro, small and
medium-sized enterprises. [Online]. Available at: http://eur-lex.europa.eu/LexUriServ/LexUriS-
erv.do?uri=0J:L:2003:124:0036:0041:EN:PDF. [Accessed: 2015, April 17].

[7] Czech statistical office. Indexy spotiebitelskych cen - inflace - ¢asové Fady. [Online]. Available at:
http://www.czso.cz/csu/redakce.nsf/i/isc_cr. [Accessed: 2015, January 12].

[8] Daunfeldt, S-O., and Elert, N. 2013. When is Gibrat’s law a law? Small Business Economics 41 (2013):
133-147.

[9] Del Monte, A., and Papagni, E.: R&D and the growth of firms: empirical analysis of a panel of Italian
firms. Research Policy 32 (2003): 1003-1014.

[10] Dunne, P., and Hughes, A.: Age, size, growth and survival: UK companies in the lates 1980s. The Journal
of Industrial Economics 42 (1994): 115-140.

[11] Ericson, R., and Pakes, A.: Markov-Perfect Industry Dynamics: A Framework for Empirical Work. The Re-
view of Economic Studies 62 (1995): 53-82.

[12] Evans, D. S.: Tests of alternative theories of firm growth. Journal of Political Economy 95 (1987): 657-674.

[13] Evans, D. S.: The Relationship Between Firm Growth, Size and Age: Estimates for 100 Manufacuring In-
dustries. The Journal of Industrial Economics 35 (1987): 567-581.

[14] Feizpour, M. A., Mahmoudi, V. and Soltani, E.: The Validity of Gibrat’s Law: Evidence From Manufactur-
ing Industry In Iran: 1995-1998. The International Business & Economics Research Journal 9 (2010): 33—
36.

[15] Gibrat, R. Les inégalités économiques. Librairie du Receuil Sirey, Paris, 1931.

[16] Goddard, J., Wilson, J., and Blandon, P.: Panel tests of Gibrat’s Law for Japanese manufacturing. Interna-
tional Journal of Industrial Organization 20 (2002): 415-433.

[17] Hedija, V.: The Effect of Female Managers on Gender Wage Differences. Prague Economic Papers 24
(2015), 38-59.

[18] Hedija, V.: Gender Pay Gap in Different Sectors of Czech Economy. In: 32nd International Conference
Mathematical Methods in Economics 2014 (Talasova, J., Stoklasa, J., and Talasek, T., eds.). Palacky Uni-
versity, Olomouc, 2014, 275-280.

[19] Hymer, S., and Pashigian, P.: Firm size and rate of growth. Journal of Political Economy, 70 (1962): 556—
569.

[20] Jovanovic, B.: Selection and evolution of industry. Econometrica 50, 649-670.

[21] Lotti, F., Santarelli, E., and Vivarelli, M.: Defending Gibrat’s Law as a long-run regularity. Small Business
Economics, 32 (2009): 31-44.

[22] Nassar, I. A., Almsafir, M. K., and Al-Mahroug, M. H.: The Validity of Gibrat’s Law in Developed and De-
veloping Countries (2008-2013): Comparison Based Assessment. Procedia - Social and Behavioral Sci-
ences 129 (2014): 266-273.

[23] Oliveira, B., and Fortunato, A. Testing Gibrat's Law: Empirical Evidence from a Panel of Portuguese Man-
ufacturing Firms. International Journal of the Economics of Business 13 (2006): 65-81.

[24] Simon, H. A., and Bonini, C. P.: The size distribution of business firms. American Economic Review 48
(1958): 607-617.

[25] Slaba, M.: Stakeholder analysis in the bank sector. In: 9" International Scientific Conference Financial
Management of Firms and Financial Institutions. VSB-TU Ostrava, Ostrava, 2013, 817-826.

[26] Tang, A.: Does Gibrat’s law hold for Swedish energy firms? [Online]. Available at:
http://www.oru.se/PageFiles/13614/Version%20April%20%202013.pdf. [Accessed: 2015, March 20].

[27] Teruel-Carrizosa, M.: Gibrat’s law and the learning process. Small Business Economics, 34 (2010): 355—
373.

[28] Watson, J.: External Funding and Firm Growth: Comparing Female- and Male-Controlled SMEs. Venture
Capital 8 (2006), 33-49.

176



Mathematical Methods in Economics 2015

Biform games in supply chains
Petr Fiala®

Abstract. Supply chain is defined as a system of suppliers, manufacturers, distribu-
tors, retailers and customers where material, financial and information flows connect
participants in both directions. The ongoing actions in the supply chain are a mix of
cooperative and non-cooperative behavior of the participants. The paper proposes to
use biform games for the analysis of supply chains. A biform game is a combination
of non-cooperative and cooperative games, introduced by Brandenburger and Stuart
(2007). It is a two-stage game: in the first stage, players choose their strategies in a
non-cooperative way, thus forming the second stage of the game, in which the play-
ers cooperate. The biform game approach can be used for modeling general buyer-
supplier relationships in supply chains. First, suppliers make initial proposals and
take decisions. This stage is analyzed using a non-cooperative game theory ap-
proach. Then, suppliers negotiate with buyers. In this stage, a cooperative game the-
ory is applied to characterize the outcome of negotiation among the players over
how to distribute the total surplus. Each supplier’s share of the total surplus is the
product of its added value and its relative negotiation power. A specific model of
this type for analyzing supply chains is presented.

Keywords: Supply chain, game theory, biform games, non-cooperation, coopera-
tion.

JEL Classification: C70
AMS Classification: 91A

1 Introduction

Supply chain is defined as a decentralized system with layers of suppliers, manufacturers, distributors, retailers
and customers where material, financial and information flows connect participants in both directions. A supply
chain is a complex and dynamic supply and demand network of agents, activities, resources, technology and
information involved in moving a product or service from supplier to customer. Most supply chains are com-
posed of independent units with individual preferences. Each unit will attempt to optimize his own preference.
Behavior that is locally efficient can be inefficient from a global point of view. Supply chain management has
generated a substantial amount of interest both by managers and by researchers. There are numerous opportuni-
ties to create hybrid models that combine competitive and cooperative behavior.

There are many concepts and strategies applied in designing and managing supply chains (see Simchi-Levi et
al., 1999). The expanding importance of supply chain integration presents a challenge to research to focus more
attention on supply chain modeling (see Tayur et al., 1999). In supply chain behavior is much inefficiency. The
so-called bullwhip effect (see Lee, 1997, Tayur et al., 1999), describing growing variation upstream in a supply
chain, is probably the most famous demonstration of system dynamics in supply chains. There are some known
causes (see Lee 1997, Tayur et al 1999), of the bullwhip effect: information asymmetry, demand forecasting,
lead-times, batch ordering, supply shortages and price variations. Information sharing of customer demand has
an impact on the bullwhip effect and other inefficiencies in supply chains (Fiala 2005). Researchers in supply
chain management now use tools from game theory to help managers to make strategic operational decisions in
complex multi-agent supply chain systems.

The evolution of supply chain management recognized that a business process consists of several decentral-
ized firms and that operational decisions of these different entities impact each other’s profit, and thus the profit
of the whole supply chain. To effectively model and analyze decision making in such multi-agent situation
where the outcome depends on the choice made by every agent, game theory is a natural choice. Game theory
has become a useful instrument in the analysis of supply chains with multiple agents, often with conflicting ob-
jectives. The paper analyzes allocation decisions in supply chains. Equilibrium search in supply chains is a very
important problem. Allocation games are used for behavior modeling of supply chains and focus on allocation of
resources, capacities, costs, revenues and profits. A profit allocation two-stage procedure for equilibrium in sup-
ply chains is proposed, based on combination of non-cooperative and cooperative game approaches.

The rest of the paper is organized as follows. Section 2 summarizes the basics of the game theory applicable
in the allocation of profit in supply chains. In Section 3, the problem formulation and an outline of the procedure

! University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, W.
Churchill Sg. 4, 130 67 Prague 3, Czech Republic, pfiala@vse.cz
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are provided. Non-cooperative part of the problem is analyzed in the Section 4. A cooperative approach for profit
allocation is presented in Section 5. Section 6 presents conclusions.

2 Game theory background

This section summarizes some of the basic non-cooperative and cooperative concepts of the game theory that
are applied in the proposed approach for profit allocation in supply chains. John von Neumann and Oskar Mor-
genstern (1944) is the classic work upon which modern game theory is based. Since then, an extensive literature
on game theory was published. For example, Myerson's book (1997) provides a clear and thorough examination
of the models, solution concepts, results, and methodological principles of non-cooperative and cooperative
game theory. Game theory models situations where players make decisions to maximize their own utility, while
taking into account that other players are doing the same, and that decisions made by players, impact others
utilities. There is a broad division of game theory into two approaches: the cooperative and the non-cooperative
approach. These approaches, though different in their theoretical content and the methodology used in their anal-
ysis, are really just two different ways of looking at the same problem.

The non-cooperative theory of games is strategy oriented; it studies what one may expect the players to do.
The non-cooperative theory is a “micro” approach in that it focuses on precise descriptions of what happens. The
field of supply chain management has seen, in recent years, a wide variety of research papers that employ game
theory to model interaction between players. Cachon and Netessine (2004) provide an excellent survey and state
of art especially non-cooperative game techniques. The concept of using non-cooperative agents to formulate
allocation mechanisms in a game theoretical setting is closer to the classical market concept than solutions em-
ploying cooperative strategies. Most non-cooperative allocation strategies in distributed systems consist of fol-
lowing steps:

e  The formulation of utility functions for the system participants.

e The formulation of best response strategies.

e  The existence of Nash equilibrium is proved in the system of multiple agents.
e  Efficiency is measured compared to achievable welfare.

An n-player non-cooperative game in the normal form is a collection
(N ={12,..,n}; X0, Xz oo, Xps 0020, Xy o, X0 ) T (01, X o0, X )y vy T (31, X oe0, X)) (€

where N is a set of n players; X;,i=1,2,...,n,isa set of strategies for player i; m;(x, x5, ..., %), 1 = 1, 2,
..., N, is a pay-off function for player i, defined on a Cartesian product of n sets X;, i=1,2, ..., n.

Decisions of other players than player i are summarized by a vector
X = (X, s Xim1) Xigg woe) X)) )
A vector of decisions (x2, x?, ..., x3) is a Nash equilibrium of the game if
x{ (x2)) = argmax,, m;(x, X_)Vi = 1,2, ..., 0. ®

A Nash equilibrium is a set of decisions from which no player can improve the value of his pay-off function
by unilaterally deviating from it.

Stackelberg games are strategic games with 2 players. They are also called leader-follower games. The leader
plays first, anticipating the decision of the follower, and the follower has no other choice than to act optimally as
anticipated by the leader. Such games generally reach a compromise situation, called the Stackelberg equilibri-
um.

The leader’s optimal decision, denoted x{, is computed recursively from the knowledge of the follower’s op-
timal response function x2 (x,):

X7 = argmax,, m; (%, %3 (x1)) and xf = x3(x}) . O]

When the demand is stochastic than the newsvendor model can be applied. The newsvendor model is not
complex, but it is sufficiently rich to study important questions in supply chain coordination. In a standard
newsvendor problem the price is assumed to be fixed but the problem is to analyze contracts for supply chain
coordination with price-dependent stochastic demand.

Cooperative game theory looks at the set of possible outcomes, studies what the players can achieve, what
coalitions will form, how the coalitions that do form divide the outcome, and whether the outcomes are stable
and robust. Nagarajan and Sosi¢ (2008) review the existing literature on applications of cooperative games to
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supply chain management. They also deal with certain methodological issues when modeling supply chain prob-
lems. The paper focuses on applications in supply chains with two central questions of cooperative games:

e What are feasible outcomes and how the players in a coalition allocate the outcomes?
e What are stable coalitions?

Allocation mechanisms are based on different approaches such as negotiations, auctions, Shapley values, etc.
When modeling cooperative games is advantageous to switch from the game in normal form to the game in the
characteristic function form. The characteristic function of the game with a set of n players N is such function

V(S) that is defined for all subsets S < N (i.e. for all coalition) and assigns a value V(S)with following charac-
teristics:

v(2)=0, (5)

V(S,US,)=v(S)+v(S,), (6)

where Sy, S, are disjoint subsets of the set N. The pair (N, V) is called a cooperative game of n players in the
characteristic function form.

A particular allocation policy, introduced by Shapley (1953) has been shown to possess the best properties in
terms of balance and fairness. So called Shapley vector is defined as

h=(hy, hy, ..., hy), (7)

where the individual components (Shapley values) indicate the mean marginal contribution of i-th player to all
coalitions, which may be a member. Player contribution to the coalition S is calculated by the formula:

v(S)-v(s —{i}). ®)

A complicating factor is that with the increasing number of n players is rapidly increasing number of coali-
tions and complexity of their production. Shapley value for the i-th player is calculated as a weighted sum of
marginal contributions according to the formula:

h :Z{w,[v(s)fv(sf{i})]}, ©

S n!
where the number of coalition members is marked by symbol |S| and the summation runs over all coalition i € S.

A biform game is a combination of non-cooperative and cooperative games, introduced by Brandenburger
and Stuart (2007). It is a two-stage game: in the first stage, players choose their strategies in a non-cooperative
way, thus forming the second stage of the game, in which the players cooperate. The biform game approach can
be used for modeling general buyer-supplier relationships in supply chains. First, suppliers make initial pro-
posals and take decisions. This stage is analyzed using a non-cooperative game theory approach. Then, suppliers
negotiate with buyers. In this stage, a cooperative game theory is applied to characterize the outcome of negotia-
tion among the players over how to distribute the total surplus. Each supplier’s share of the total surplus is the
product of its added value and its relative negotiation power.

3 Problem and solving formulation

The problem is formulated as a supply chain with layers of suppliers, producers, retailers and customers.
Suppliers form a layer with m agents and provide m types of resources to producers. The layer of producers is
represented by n agents. These agents produce one type of product. The production is characterized by con-
sumption of m resources to produce one unit of the final product. Each production agent is characterized by its
available production resources. The resource capacity constraints compare the total availability of resources in
the production layer with total consumption of resources to produce total number of q units of products. Produc-
ers send the products to retailers. Retailers meet price-dependent stochastic demand of customers. This problem
is solved by two-stage procedure based on combination of no-cooperative and cooperative game approaches.

The first stage solves problems by price-dependent stochastic demand of customers:

e How to get maximal profit from customers.
e How to allocate the maximal profit between retailers and producers.

The problems are solved by non-cooperative manner. A Stackelberg game is formulated between the layer of
producers and the layer of retailers as a newsvendor problem with pricing. Retailers seek to maximize total profit
from the sale and try to align goals with producers on a contract basis and share the total profit with them. The

179



Mathematical Methods in Economics 2015

maximization of the profit is by the resource capacity constraints. The equilibrium point (p°, q°) is given by val-
ues of total number of g production units and optimal price p.

A large number of papers have been published that proposed analyze mechanisms for supply chain coordina-
tion. Mechanisms based on non-cooperative game theory usually propose establishment of coordinating con-
tracts. A retailer can usually collect demand information easier than a producer and he has a better motivation for
optimally determining sales quantities and prices. There are many types of contracts. The basic type is a whole-
sale price contract. With a wholesale price contract (Larievier, 1999) the supplier charges the retailer w per unit
purchased. The producer knows exactly what retailer will order at every wholesale price and bears no responsi-
bility for the product. All uncertainty regarding the producer profit is foisted onto the retailer. The wholesale
price contract coordinates the chain only if the producer earns a non-positive profit. So the producer clearly pre-
fers a higher wholesale price. As a result, the wholesale price contract is generally not considered a coordinating
contract. The richer contracts differ from wholesale price contracts by allowing the producer to assume some of
the risk arising from stochastic demand. With a buy back contract (Pasternack, 1985) the producer charges the
retailer w per unit purchased, but pays the retailer b per unit remaining at the end of the season. The retailer
should not profit from left over inventory, so assume b < w. There is assumed that a returns policy on the decen-
tralized chain introduces no additional cost beyond that incurred by the centralized system.

A specific buyback contract is used for coordination. The layer of producers as leader proposes the wholesale
price w and the buyback price b. The layer of retailers as follower accepts the prices to coordinate the system.
The allocation of the total profit between retailers and producers is given by splitting parameter 4 (0 < A <I).
The value of the parameter A is negotiated by retailers and producers.

In the second stage, producers address the following issues:

e How the determine the optimal coalition structure.
e How to allocate the profit among the members of the optimal coalition.

The problems are solved by cooperative manner. These agents compete to be members of a coalition and are
willing to cooperate to produce products and sell them to customers through retailers. The optimal coalitions are
determined according to the maximal profit with respect the resource capacity constraints for the coalition.

The maximal profit is allocated among the members of the coalitions by Shapley values. Shapley value has
been shown to possess the best properties in terms of balance and fairness.

4 First stage: non-cooperative problem

We consider a supply chain in one-period setting in which the layer of producers sells a product to the layer of
retailers facing stochastic demand from consumers. We assume that stochastic demand u has a continuous distri-
bution F(u) with density f(u). The demand distribution and cost information are common knowledge. Define the
failure rate function of the u distribution as

= 10
g(u) 1-Fu) (10)

and the generalized failure rate function as
h(u) = ug(u). (11)

Assume the demand distribution has strictly increasing generalized failure rate property (IGFR). Many distribu-
tions have the IGFR property, including the uniform, the normal, the exponential, the gamma, and the Weibull.
We define the following quantities: q retailer’s total order quantity; ¢ producer’s unit production cost; p retail
price. The setting can be characterized as a newsvendor problem.

Centralized solution

Centralized solution is a benchmark for the decentralized supply chain. The centralized chain is considered as an
integrated firm that controls production and sales to customers. The profit of an integrated firm for stocking level
qis

q
(@)= (P-c)a- pJ F(u)du. (12)
0
The problem is concave in g and the optimal solution is given by
¢ :F*[—p;c). (13)

The maximum system profit z(q°) is completely determined by the production level g°.
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Decentralized solution can be improved by contracting. The contract coordinates the chain if it induces the
choice of the centralized system’s optimal stocking level g°. The approach is based on a specific buy back con-
tract for the price-dependent stochastic demand.

Price-dependent stochastic demand
Chen and Cheng (2012) presented price-dependent revenue sharing mechanism. Little work has been done on
the combined problem of supply chain coordination with price-dependent stochastic demand (Yao et al., 2006).
The contracts proposed for coordination with price-independent stochastic demand are not applicable for coordi-
nation of supply chains with price-dependent stochastic demand.
We will analyze the multiplicative form of price-dependent stochastic demand

D(p, u) = y(p)u,, (14)
a function of p and u, where u is a random variable independent of p and y(p) is continuous, nonnegative, twice
differentiable function. The expectation of D is specified by a function y(p) for any given price p:

EID(p, u)] = y(p)- (15)

The expected profit for centralized solution for any output level g and price p is:
_q
y(p)

#(p, 4) = E{p[min(q, D(p, u)] - ca}= E{(p — c)g — p max(0; g — D(p, W) }=(p—c)a—py(p) [ F(u)du  (16)
0
The objective is to choose (p°, q°) to maximize the expected profit z(p, q).

By fixing price p the problem reduces to standard newsvendor problem without pricing and the optimal level of
production

q°= y(p)F’l[%j- an
By substituting it into the expected profit
)
a(p) = y(p)I(p —c)Ffl{%j— p | " Fdl. (18)
The problem is now with only one decision variable p and the optimal price0 p° can be obtained by solving
dz(m) 4 (19)
dp

The assumptions of the existence and uniqueness of the optimal solution (p°, q°) are concavity of deterministic
part of demand function y(p) and IGFR property of stochastic part of demand function u.

The proposed contract for coordination of the decentralized supply chain is a specific buy-buck contract. The
wholesale price w and the buy-buck price b are specified:

w=A(p-c)+c, (20)
b=24p, (21)
where 0 < 4 <1. (22)

By the setting of the prices w and b the retailer’s profit and the supplier’s profit for any chosen output level g and

price p are

mz = E {p[min(q, D(p, u)] - wq + b max(0; g - D(p, ))}= E{(p —w-c)q—(p—b) max(0; q-D(p, u)) }=
=(1-)E{(p-c)g— pmax(0;q-D(p,u))}=(1- =, (23)

mp = E{(W—c)q— b max(0; g — D(p, u))} = E{A (p - c)g -4 p max(0; g —D(p, u)) } = A . (24)

From previous expressions of the retailer’s profit and the producer’s profit, it is clear that the retailer and the
producer solve the same problem as the centralized supply chain and the sum of the retailer’s profit and the sup-
plier’s profit is equal to the profit of the centralized supply chain. The parameter A characterizes a splitting of the
total profit between the retailer and the supplier.

5 Second stage: cooperative problem

In the considered problem the layer of producers is represented by n agents. The set of production agents is
denoted N = {1, 2, ..., n}. These agents compete to be members of a coalition S < N and are willing to cooper-
ate to produce products and sell them to customers through retailers. A coalition S is defined as a subset of the
set N of n producers with characteristic vector e(S) € {0, 1}"such that
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e(S)=1,ifje S, and
€j(S) = 0, otherwise.

The production is characterized by consumption of m resources. The resource vector r = (ry, Iy, ..., ') repre-
sents consumption of m resources to produce one unit of the final product. Each agent is characterized by its
available production resources. The availability is defined by an availability matrix A = [ay], i=1,2, ..., m,j=
1,2, ..., n, where a is the amount of resource i available at agent j. The resource capacity constraints for coali-
tion S are given

qr < Ae(S). (25)
The cooperative problem is formulated as to maximize profit of producers by a production quantity g and a
coalition structure S subject to resource capacity constraints
7p = E{(w—c)q — b max(0; g — D(p, u))} - max
subject to qr < Ae(S), (26)
gqeR,eS)e{0,1}".

Problem (26) can be solved for given vectors e(S). The total profit maximization is achieved for the grand
coalition, i.e. e(S) = 1. But some smaller coalitions can give maximal profit also. The maximal profit for produc-
ers is denoted by I7p. For the profit allocation, it is necessary to identify all the coalitions that achieve this maxi-
mal profit by testing problem (26) with given maximal profit.

The coalitions with lower potential profit than the maximal get 0. The individual profit IT,, for the members
from the coalitions with the maximal profit is allocated by Shapley values

(5-1)!(n-s) }

nl 27)

I, =11, z{
S
Computation of the Shapley value allocation requires computing the solution of the problems (26) for all coali-
tions S < N. This can be time consuming for large sets of producers.

The procedure of the profit allocation algorithm can be summarized in following steps:

Step 1: Solve the problem (26) with resource capacity constraints for the grand coalition to obtain the price p°
and the optimal level of production q°. Compute the maximal total expected profit.

Step 2: Negotiations between retailers and producers how to allocate the total profit is given by splitting parame-
ter A(0<A4 <1).

Step 3: Set the wholesale price vector w computed by (20) and buyback price b computed by (21).

Step 4: Identify all the coalitions that achieve the maximal profit by testing problem (26) with given maximal
profit for producers 7.

Step 5: Compute the Shapley value allocation (27) to allocate the expected profit among the producers.

6 Conclusions

The aim of this paper is to propose mechanism for profit allocation in supply chains. The proposed procedure is
based on a biform game and comes from the fact that the ongoing actions in the supply chain are a mix of coop-
erative and non-cooperative behavior of the participants. A combination of non-cooperative and cooperative
game approaches is used. In the non-cooperative part, a coordination mechanism based on a specific buy-back
contract is applied between producers and customers with price-dependent stochastic demand. The contract has
desirable features: full coordination of the supply chain, flexibility to allow any division of the supply chain’s
profit, and easy to use. The cooperative part is merely focused on two concepts, coalition formations by resource
capacity constraints and profit sharing. Profit sharing is carried out on the recognized concept of Shaply value.
The analysis of the simple cases for the approach gives recommendations for more complex real problem. The
approach seems to be useful and promising for next research. There are some possible extensions of the ap-
proach and some areas for further research, for example other types of games can be analyzed.
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Burgernomics Revisited: Regional Purchasing Power
Jakub Fischer!, Hana Lipovska2

Abstract. The aim of this paper is to estimate inter-area price levels in the Czech
Republic. For this purpose, we developed the Regional Big Mac Index as a variation
of the standard Big Mac Index which was calculated by The Economist. A unique
dataset was used of Big Mac sales and prices in 89 McDonald’s restaurants for June
2013. The analysis was performed by employing OLS model, cluster analysis and
standard statistical methods. We found that Regional Big Mac Index is not suitable
for estimating inter-area price levels in the Czech Republic, as it is only moderately
correlated with the regional purchase power parity.

Keywords: Big Mac Index, cluster analysis, inter-area price levels, Regional pur-
chase power parity,
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1 Introduction

Regional purchasing power (RPP) is one of the most important, yet least explored, economic indicators. Region-
al policy in the European Union has replaced the Common Agricultural Policy in terms of importance as well as
the budget expenditure. Intra-area price levels are needed particularly for comparing regional GDP and cohesion
policies. However, Cadil et al. [1] claims that true regional price levels are not reported. Estimates of the region-
al purchasing power were not available for the Czech Republic till the recent studies of Cadil et al. [1] and Musil
[7]. Their unique analyses are based on data from 2007, moreover, their approach is demanding in terms of
methodology as well as data availability.

For regional research and policymakers both at the European Union and national level, it would be great help
if a simple, cheap, ready and easy-to-use indicator could replace the RPP indicator at least as an initial, rough
estimate. The aim of this paper is to estimate an alternative regional purchasing power index called Regional Big
Mac Index (RBMI) and to compare and contrast this index with the results presented in Cadil et al. [1] (hereafter
referred to as RPPP CMMK according to the initials of authors’ last names).

RBMI was developed with the aim of this study according to the classical Big Mac Index introduced by The
Economist in 1986. The Big Mac Index serves as simple way to calculate the overvaluation and undervaluation
of currencies against the US dollar based on the theory of purchasing-power parity (The Economist [10]). The
idea behind it is that a basket of identical goods costs the same everywhere. In this case the only good in the
basket is a Big Mac. However, a Big Mac itself consists of numerous inputs and the Big Mac’s price reflects
those inputs prices (e.g. wages, rents, the price of beef or of lettuce (Parsley and Wei [8]). Nevertheless, as far as
the authors are aware, this approach has never been applied on inter-area price levels.

The rest of the paper is organized as follows. First, we shall introduce the data and methodology we used.
We then present the results of our analysis. The RBMI for the Czech NUTS 3 regions is calculated first and sec-
ondly results are compared with the findings of Cadil et al. [1]. Finally, the strengths and weaknesses of the
RMBI approach are discussed.

2 Methodology and data

For the aim of our analysis a unique dataset, provided by McDonald’s Czech Republic, was used. This dataset
consists of prices and sales volumes of Big Macs in 89 McDonald’s restaurants in June 2013. The reported prices
used by The Economist are based on the menu board prices, which do not vary significantly between restaurants.
In 93% of restaurants the menu board price was 70 CZK, in four restaurants 72 CZK and in two restaurants (sit-
uated at Vaclav Havel Airport and in Rozvadov, border crossing with Germany) 79 CZK. The average price of
Big Mac was therefore 70.3 CZK, which correspondents to the price reported by The Economist for the first half
of 2013 (The Economist dataset [10], data for January 2013). Only 16% of all Big Macs were however sold for

! University of Economics in Prague, Department of Economic Statistics, Nam W. Churchilla 4, Prague 3, Czech
Republic, fischerj@vse.cz

2 Masaryk University, Faculty of Economics and Administration, Lipova 4la, Brno, Czech Republic,
lipovska@mail.muni.cz
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the menu board price. The majority of burgers were sold in special price offers. In total there were 18 different
price offers for all restaurants, however, each restaurant offered from 5 to 9 distinct price offers for a Big Mac
(nearly two thirds of them offered 6 different price offers in total).

The weighted Regional Big Mac Index (RBMI) was calculated as follows for each of the fourteen Czech re-
gions on the level of CZ-NUTS 3 (which correspondents to the districts or kraj in the Czech Republic)®. For rth
region (r = 1...14), the matrix Q" of quantities (2.1) and matrix P" of prices (2.2) was created, n being the
number of restaurants in the regional dataset. Each row correspondents to the appropriate restaurant in the r — th
region.

q11 - Q118

Q" =[ : : ] (2.1)
dni - Ana1s
P11 - P1is

PT = [ i : ] (2.2)
Pni - Pnas

For r — th region, the total turnover V, was calculated as the sum of the sale volumes for each restaurant:
n
N i @3)

Similarly, the total quantity T, sold in r — th region was calculated:
18 n

= Z Z Q% 2.4)

j=1i=1

The average weighted regional price P, for r — th region was then calculated as the ratio of total regional turno-
ver and total regional quantity.

- 7:1 22;1 erlpzr] V,

"TIR3Le T, @5)

The average price P, for the Czech Republic was calculated as the share of the total turnover for all Czech
McDonald’s restaurants (Y14, V,) and the total quantity sold in the reference period for all
rants(Y14, T,).

iV
T (2:6)

pczz

Finally, individual regional purchasing parity RBM I, was computed for each region as the regional-Czech price
ratio (2.7).

B
RBMI, = P—r x 100% @.7)

cZ

Roughly one fourth of McDonald’s restaurants are situated close to international transport hubs (e.g. Vaclav
Havel Airport) or along their highways. Prices in these restaurants do not reflect purchasing power in the rele-
vant region, because such restaurants are situated away from local customer’s normal shopping areas. Besides
the RBMI, the modified index RBMI*, which excludes those restaurants, was calculated.

Furthermore, we used data on the monthly regional unemployment rate published by the Czech Ministry of
Labour and Social Affairs (for June 2013, CZSOa [2]). The quarterly regional wages w;, published by the Czech
Statistical Office (CZSOb [3], data for second quarter of 2013) were used in the form of an index (2.8), which
takes the average wage w, in the Czech Republic as basement levels:

3 NUTS stays for Nomenclature of Units for Territorial Statistics.
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Wy

W, = — x 100% 2.8)

Wcz

Similarly the index (2.9) GDP. was counted for each region using data on the Gross Domestic Product per capita
(GDP p.c., published by CZSOc [4] for 2013). For rth region the gdp, was used as a nominator and average
GDP in the Czech Republic gdp. as denominator:

d
GDP. = gapr
9dpcz

x 100% 2.9)

Finally, the matrix of regional food prices published by CZSO was used (CZSOd [5]). This matrix covers the
prices for such items as beef, pork, milk, eggs, potatoes and tomatoes. For each, the commodity respondent index
(2.10) was calculated:

. price,
COMMODITY} =
pr

x 100% (2.10)

€cz

For the further analysis, the standard linear regression model (OLS) was estimated. For this OLS model, the
dummy variables D;,i = 1, ...,3 were created on the basis of a cluster analysis (see Rezankovi et al. [9]). The
centroid model based on the k-means algorithm was used. This cluster analysis divided our data into four groups
(clusters) according to the modified Regional Big Mac Index (RBMI*) and Regional purchasing power (RPPP
CMMK) estimated by Cadil et al. in [1] (see figure 1).

In spite of the small size of the data set (n = 14), the Pearson correlation coefficient p was used to compare
our results with RPPP CMMK.

Pearson correlation coefficient strength
(0,7, +1) strong

(£ 0,3;+0,69) medium
(+0,1;+0,29) weak
(0,0;+0,09) none

Table 1 Strength of the correlation. Source: Jackson [6].

For the estimation of a linear regression model, the econometric software Gretl (version 1.9.14) was used.
The statistical analysis was computed with the statistical software STATISTICA (version 12).

3 Results

According to (2.7) fourteen Regional Big Mac Indices RBMI and modified Regional Big Mac Indices RBMI*
were calculated. There is a medium-strength relationship between RPPP CMMK and RBMI (p = 0.31) and
stronger, but still only a medium relationship between RPPP CMMK and RBMI* (p = 0.42). It is apparent that
the modified RBMI*, after excluding restaurants close to international transport hubs, represents regional pur-
chasing power better than the general RBMI. Table 2 shows the calculated RBMI and RBMI* and compares them
with RPPP CMMK based on the one common basket of goods and services®.

RPPP

NUTS 3 CMMK RBMI RBMI*  direction

10 PHA  Praha 119.7 103.3 104.3

20 STC  Stredocesky 101.9 102.5 101.7

31 JHC  Jihocesky 97.9 98.8 100.1 +
32 PLK  Plzensky 97.1 104.9 102.1 -
41 KVK  Karlovarsky 101.4 103.0 104.4 +
42 ULK  Ustecky 94.9 95.8 94.8 +
51 LBK  Liberecky 101.4 97.3 98.6 -
52 HKK  Kralovehradecky 96.4 102.3 102.5 -

* Cadil et al. [1] estimated RPPP even for regional baskets, which take into account different weights of individ-
ual items in the consumer’s basket. RPPP based on the one basket does not differ significantly from the RPPP
based on regional baskets.
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53 PAK  Pardubicky 98.2 94.7 95.9 +
63 VYS Vysocina 95.6 103.1 102.8 -
64 JHM  Jihomoravsky 103.4 98.6 98.8 -
71 OLK  Olomoucky 96.9 93.9 95.1 +
72 ZLK  Zlinsky 100.8 94.7 96.0 -
80 MSK  Moravskoslezsky 96.7 89.7 90.9 +

Table 2 Regional Big Mac Index (RBMI) modified Regional Big Mac Index (RBMI*) and Regional Purchasing
Power, source: own computation and Cadil et al. [1].

Firstly we analyze the direction of both indices. If both the RPPP CMMK and RBMI™ are above 100 or be-
low 100, the direction is positive. If one of indices is above 100 while the other is below 100, direction is nega-
tive. There are positive directions in 8 regions: Praha, Stredocesky, Jihocesky, Karlovarsky, Ustecky, Pardu-
bicky, Olomoucky and Moravskoslezsky. Three regions (Plzensky, Kralovehradecky and Vysocina) are above 100
according to RBMI, not the RPPP CMMK, and finally three regions (Liberecky, Jihomoravsky and Zlinsky) are
below 100 according to RBMI, not the RPPP CMMK.

Based on the average price P, for the Czech Republic and on the regional purchasing power RPPP CMMK,
the theoretical prices P of regional Big Mac were calculated and compared with the real weighted regional pric-
esPA,, Difference between theoretical and real prices was than calculated according to (2.8):

6, = ﬁr - P;" G
As Figure 1 clearly depicts, a Big Mac is mostly overvalued in the historical land of Bohemia (except the re-
gion Kralovehradecky, Pardubicky and Praha), where the price should be according to the RPPP CMMK higher.
The greatest exception is capital city Prague (Praha), where Big Mac price should rise by 7 CZK. On the other
hand, a Big Mac is undervalued in all Moravian regions.

t

Figure 1 Map to show the division into four clusters based on the RPPP CMMK and RBMI. Differences &,
between the theoretical and real price. Own calculation.

As the correlation matrix (table 3) clearly shows, Real Purchasing Power Parity as calculated by Cadil et al.
[1] is more correlated with the modified RBMI*, which excludes restaurants close to motorways (p = 0.42) in
comparison to the general RBMI (p = 0.31). While RPPP CMMK is correlated more strongly with regional
average wages (p = 0.88) and regional Gross Domestic Product per capita (p = 0.91), RBMI* is correlated
with regional unemployment (p = —0.64). While RPPP CMMK is more correlated with pork than with beef, in
case of RBMI* the opposite is true, which makes sense in light of Big Mac composition.

RBMI  RBMI* CRI\;TEAPK
REBMI 1.00 0.96 031
RBMI* 0.96 1.00 0.42
RPPP 0.31 0.42 1.00
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U -0.60 -0.64 -0.48
wW 0.37 0.39 0.88
GDP p. c. 0.33 0.38 0.91
BEEF 0.55 0.57 0.37
PORK 0.50 0.51 0.63

Table 3 Correlation matrix. Own calculation.

Based on the cluster analysis, 14 Czech NUTS-3 region were divided into four groups as shown in table 3
(those clusters are depicted also in figure 1). These regions serve for three dummy variables Dy, D,, D; (with
cluster 4 being the basement) which were used in the linear regression model.

regions RPPP_ RBMI*
cluster1 PHA 119.7 104.3
cluster 2 STC, LBK, JHM, ZLK 101.9 98.8
cluster 3 KVK, PLK, JHC, VYS, HKK 97.7 102.4
cluster 4 ULK, PAK, OLK, MSK 96.7 94.2

Table 4 Results of cluster analysis. Own calculation.

Several specifications of linear regression model were tested, with model (3.2) proving most useful:

RBMI* = By + ByWAGE + B,BEEF + ;D5 + ¢ (2)

White HCE estimator was used for estimation. The model was satisfactorily tested for multicollinearity and
the normality of residuals. The general misspecification of functional form was tested by Ramsey RESET test.
The estimated liner regression model (table 4) explains 84% of data variability, which means that it fits the data
very well. The modified Regional Big Mac Index RBMI* can be explained by three regressors according to this
model: (i.) regional wage index WAGE, which varies between 85.3 for Karlovarsky region and 130.7 for Praha,
(ii.) dummy variable D3_BOHEMIA, which equals 1 if the region belongs to cluster 3 and 0 in other cases, and
finally (iii.) the regional price index of beef BEEF, which varies between 93.8 for Moravskoslezsky region and
105.4 for Stredocesky region.

If the wage index WAGE grows by ten percentages points, the RBMI* grows by 2 percentage points. If beef-
price index BEEF grows by ten percentages points, the RBMI* grows by six percentages points. Finally, if re-
gion belongs to the “Bohemia” cluster 3, RBMI* grows by 6.8 percentage points.

Variable Parameter estimate  Standard error p-value
const. 21.7 199 03
WAGE 0.2 0.03 0.00 ***
D3_BOHEMIA 6.8 1.3 0.00 ***
BEEF 0.6 02 002 **

R? 0.84

Table 4 The estimated OLS model of RBMI. Own calculation.
4 Conclusion

In this contribution, the suitability of the Regional Big Mac Index instead of traditional Regional purchase power
parity was tested. Inter-area price levels, as estimated by Eurostat or Cadil et al. [1], are difficult to calculate and
data-demanding as well as time consuming. If the Regional Big Mac Index proved to be strongly correlated with
RPPP and reflected the inter-area level for each or at least most of the Czech regions, it would be useful to com-
pute RBMI regularly, because this methodology is much easier.

However, it was found in this paper that Regional Big Mac Index does not reflect inter-area price levels in
the Czech Republic well enough. The strength of correlation between the general and modified Regional Big
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Mac Index, and the Regional Purchase Power Parity is merely moderate. This was shown in our results where it
overvalued the regional price level in three regions and undervalued regional price level in other three regions.
Unlike Regional Purchase Power Parity as calculated by Cadil et al. [1], Regional Big Mac indices are not
strongly correlated with Gross Domestic Product per capita, nor the index of regional wages. On the other hand,
the Regional Big Mac index reflects well the unemployment rate in Czech regions. With every additional one
percentage point of unemployment, the Regional Big Mac Index falls by 1.7%. By comparison of inter-area price
levels as estimated by Cadil et al. and of Regional Big Mac Index, Big Mac is theoretically undervalued in Mo-
ravia, Prague and the region Liberecky. This finding points to one of the greatest virtues and vices of the Big
Mac Index; as it is based only on commodities, it is relatively easy to calculate; on the other hand it weakly re-
flects the reality on the regional level.

It is clear from our analysis that the Big Mac Index is not suitable for estimations of inter-area price levels.
Several reasons can be detected: (1) The majority of McDonald’s restaurants are situated in the district cities,
which differ from the rest of the relevant regions. (2) Big Mac sales might be influenced by tourism in every
region; they do not necessarily reflect the preferences and purchasing power of local citizens. (3) Data available
represents sales in just one month (June 2013), so it is impossible to distinguish if the price-and-sales mix was
not the result of local price-war between McDonald’s and other restaurants.

Based on our results, it is also necessary to ask whether the Big Mac Index failing so fatally on the regional
level is really suitable for purchasing power parity on the national level. At least, the results published by The
Economist should next time be taken even more as a curiosity than as a serious indicator quoted by the national
press.
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The Czech Republic and its neighbors: Analysis ofpsitial
macroeconomic dynamics
Tomas FormanékRoman Husek

Abstract. Regional macroeconomic dynamics in the Czech Repahd its neigh-
bors may not be efficiently analyzed without prdpaccounting for the spatial struc-
ture of interactions and interdependencies. Spatiahometric models constitute a
useful toolbox for a broad range of quantitativalgses and evaluation techniques.
In this contribution, we assess spatial dynamicaramployment in the Czech Re-
public and its neighbors. This analysis is perfaraethe NUTS2 level.

Within the scope of regional competitiveness intlicsy a regression model for un-
employment is estimated. We simulate the choicealtefnative spatial structure
specifications in order to approach and evaluaedbustness of our research and its
conclusions. We conclude that spatial approactcém@metric analysis of regional
macroeconomic dynamics provides additional usefsight and robustness to a po-
tentially broad range of spatially defined econoanialyses that are carried out while
relying on regional (spatial) data.
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1 Introduction

Spatial econometric models account for the presehspatial effects (such as economic spill-oversgn ana-

lyzing the relationships between variables throwggtession models and other related estimationadsttSpatial

guantitative models play an ever more importarg iolregional macroeconomic and social analyses estate

studies, agricultural & ecological applicationsidgmiology and in many other non-economic fieldsasfearch.

For this type of analysis, data need to be geoatading the latitude/longitude geographic coordiaatystem, as
distances and common borders are used to estipatialglependencies.

Moran [10] and Geary [7] are often cited as thenfting fathers of spatial econometrics, yet theadrame-
work for contemporary applied spatial econometvies provided by Cliff and Ord in [3], [4] and theither
publications, by introducing a relatively flexibdpatial weights specification. Spatial weights asaally calcu-
lated in a two-step approach: First, spatial masrixsed to define neighbors (spatially close \dei@bservations)
using a dummy variable technique, where each eleaf¢he square spatial matrix equals 1 if the spatial units
are neighbors and 0 otherwise. Thepatial weights matrix (W) is constructed by row-standardizing the spatial
matrix, so that the row weights sum up to 1. A dempunit (4x4) example is provided next:

1 1 1
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00111 ) 3
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110 1f 11 g1
101 0 303 3
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2 2

From the first row (and column) of the symmetri@8al matrix we may observe that the first unity(s&gion or
city) is a neighbor of units 2, 3 and 4; the secawdshows that unit 2 is a neighbor of units 1 argdot a neighbor
of unit 4), etc. Diagonal elements are set to bgrdefinition (units are not neighbors to themss)ve

Spatial matrix construction is, perhaps surpriginghe most ambiguous part of the otherwise wedted
methodology of spatial model specification andreation. In many cases, it requires extensive geabieal (pol-
ygon-based) mapping datasets and specialized seft@antiguity approach is a theoretically simple yet com-
putationally complex rule, defining two units adgiors if they share a common bordeistance-basedap-
proach usually constructs the spatial matrix byriled two units as neighbors if their distance dnesexceed
some ad-hoc predefined threshold. Alternatively,may denote a preset numberkafearest units as neighbors
(KNN method). This method solves for differencesipal densitiesk(neighbors are ensured for each unit), yet
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it leads to potentially flawed asymmetric spatiatrices. Distances between units are measured cemgpids,
their conveniently chosen representative positi@epending on model focus, data availability arebagcher’'s
individual preferences, centroids may be pure gaalgjical center points, locations of main citiegylation-base
weighted positions, transportation network bastd, Tehe variety of available neighbor definitiorpapaches, the
choice of centroids and selection of maximum neagtdistance thresholds imply that researchers lysoeéd to
consider several different choices (spatial stmecgettings) in order to verify model stability ambustness. As
far as spatial matrices are concerned, there ysisalk a single right solution and researchesroftek for the
most useful or interpretable model setup.

Before estimating spatial econometric models, walyapreliminary tests for spatial autocorrelationthe
observed (cross-sectional) variables. Many spatitdcorrelation test statistics are available Jrafid from other
sources, yeMoran’s | seems to be the most widely used (spatial maymnsetry is required, yet relatively
straight-forward transformation algorithms for neymmetric matrices are available):

100, = (3) ziwz, (ziz)7* &)

wherez is the vector of spatial observations (inits) of the variabli under scrutiny at time S = XiL; ¥7_; wy;

is the standardization factor corresponding tcstive of all elements of the spatial weights matvixThe expected
value of Moran's | under the null hypothesis ofspatial autocorrelation is:1/(n — 1). As in [12], we use
var(I(k),) to calculate @score and test for statistical significance: weetheighbor units are more similar to
one another than they would be under spatial ranéss The sign of Moran's | discriminates betwemsitive
and negative spatial autocorrelation.

Once significant spatial dependence in observealidaterified, spatial regression may be used towaat for
such situation. Again, various estimation methaésaaailable. We usespatial lag modelwhen focusing on the
analysis of spatial interactions in the dependeniable (within this paradigm, the dependent vaeiab the one
with spatial structure). A general formula for gmatial lag model and its reduced form may be enitis

Ye=pWy + X:B+u, (2
I-pW)y, = X.B +u,, (3

wherey is the vector of aly spatial units’ observations at tiniel is thenxn identity matrix,X; is a matrix of
regressors (includes the intercept element, mdydedagged variables). Maximum likelihood (ML) apgach is
used to estimate both the spatial dependence pagnaad the regression coefficietashich are used to explain
the variability of individual; observations that is not explained spatially. Asal,u; and its elements; describe
the random portion of the regression model. Indigidbbservations of the dependent varighlen (2) and (3),
may be expressed in terms of weighted averagégfrieighbors’ valuesiy; is the spatial lag of and we may
write SpatialLag(y;) = X;w;;yje » Whereyi, Y both refer to spatially defined dependent variatiservations
at timet andw; are the row-standardized spatial weights — foheac i-th row of W is used (zeros on the
diagonal). Additional detailed discussion is pr@ddn [1].

If the research does not focus on spatial deperdsnacture and its analysis, we may still takeaatizge of
the spatial error model in order to account for (correct for) the spatiature of the data observed. In this case,
we deal with spatial autocorrelation by introducsmatially correlated errora, = AWwu, + &, that are justified
by the presumed existence of unobservable feaasgsciated with location or with spatially definewhitted
variables. By analogy to equations (2) and (3) sitetial error model and its reduced form may hEessed as

Ye =X B+ AWu, + &, (4)
I-W)y, = I-W)X.B+&, (5)

wherex is the spatial dependence parameterfarakfficients are used to explain the variabilityirobservations
that is not explained by the spatial nature ofabserved data. While; suffers from spatial autocorrelaticgy, is

a true random element. Estimated models (3) anthéy) be directly compared upon their maximized|ikgh-
hoods. A Durbin-like specification test for equati(s) is based on thgpatial common factor hypothegisat
exploits the fact that model (5) may be expreseespatial lag form (3) if spatially lagged regress(spatial lag
of the k-th regressor is defined aspatialLag(xy;) = X;w;xyj.) are explicitly included irX, and if specific
common factor constraintsn g coefficients hold. A simple likelihood ratio tesay be used to verify the validity
of the null common factor hypothesis: egctoefficient of a spatially lagged regressor eqtizdsnegative of the
product ofp and thep coefficient of the corresponding non-lagged regpesAdditional information on spatial
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models such as (2) to (5), further spatial cori@fatests and model selection and validation procesiare pro-
vided in [1], as well as complementary literatugéerences.

As thenxn dimension of th&V matrix is determined by the number of spatial yréomputational limits for
the methods described here exist. However, ecommmbdels comprised of, say, 500 and more unity bea
easily handled using ordinary PC configurations tmedfreely available R software (http://www.r-pgoj.org),
especially when spatial matrices are sparse (eaitthas a relatively limited amount of neighbolsyst but not
least, spatial regression models have been extendentcompass panel data methods. This approaetilisle-
scribed in [2] and, [5], where many useful refeenare provided.

The remainder of this paper is structured as faloBection two focuses on regional competitiversess
unemployment dynamics to be quantified using spat@els applied to the Czech Republic and itshimigs at
the regional level NUTS2 (as defined by the Nomatek of Territorial Units for Statistics). Sectithree dis-
cusses data issues and regression model specificaéiction four summarizes the empirical resthsy signifi-
cance, relevance and robustness. Section fivehenlist of references conclude our contribution.

2 Regional competitiveness and unemployment dynamics

At the microeconomic (firm) level, the notion ofropetitiveness is fairly clear and based on theviddal firm’s
capacity to compete, grow and make profit througidpcts or services that meet market requirementsrins
of price and quality (other relevant market factmi@y play a role). In contrast, at the macro letredre is a less
clear concept of country-basedregional competitivenessdespite of the fact that competitiveness is feajy
presented as the main goal of economic policy astidsually, competitiveness is perceived as s@mbmation
of productivity, employment (unemployment) rateirg standards, foreign direct investment (FDlaattiveness,
etc. However, individual and collective politicalferences, country-specific short term fluctuadionkey mac-
roeconomic indicators, general public inattentiod ather rather amorphous influences play a patiysignif-
icant role in competitiveness definition, leadiogdiverse interpretations and possible misundedatgs.

Some authors (such as Krugman, [8]) consider tmeeut of national and regional competitivenessdo b
mostly meaningless and potentially dangerous, aggthat the analogy between nations (regions) ants fis
inherently flawed: unsuccessful firms ultimately@a of business whereas no equivalent situatioa fuation or
region may occur as far as developed world is aoeck We would refer the readers to [9] for dethiéend
structured discussion of macroeconomic competiggsraspects as we proceed with this contributidodysing
on spatially defined macroeconomic data that ansistent with the mainstreamonsensus vielW(as referred to
in [9] and other texts) of regional competitivenaslicators.

In this contribution, our motivation is two-fold:is our belief that successful regional macroecungerfor-
mance (generally speaking, competitiveness) maeasonably assessed in terms of living standardardics
(i.e. GDP per capita in absolute or relative terar®) in terms of unemployment and its dynamicso Al®th
variables (GDP per capita and unemployment) arenodited as constituent parts of regional competiiess
(please refer to [9], [6] and [11] for in-depth alission). Using the econometric analysis paradigtiined in
previous section, selected regional competitiveimessators may be assembled into a relatively &myet useful
and theoretically well-defined model: we aim to kp unemployment dynamics in terms of relative pegpita
productivity (its short term dynamics) and usingoavenient technological advantage indicator (h&gh sector
labor force proportion). Once spatial dependenicigbe data are properly addressed, such modetispacifi-
cation is provided in the next section) may serve &ool for discerning the influence of geograpltjcdefined
conditions from factors that may be - at least pigdly - influenced by macroeconomic policies (mwlly fo-
cused fiscal stimuli, establishing of technologigatks, applied research funding, etc.).

3 Data used and model framework

Over the last ten years, Eurostat (http://ec.eusygaurostat) has made a great progress in haretamizand
availability of spatial macroeconomic and socio+emmic data at ‘lower’ levels of NUTS aggregationNs2,

NUTS3). Still, in most data series relevant fostsiudy, we face serious data availability isseshe NUTS2

level, there is a great likelihood of missing olvs¢ions across regions during each year includezlimdataset
(we use annual data, as relevant quarterly obsensaare completely unavailable). Moreover, datseotations
are not missing at random but country-wise (systiaildy), which may lead to serious biases in thgneated
regression models, if not addressed properly.

For our analysis, we use R-software (eurostat gkt extract GDP per capita, unemployment anti-hig
tech employment data for a total of 76 NUTS2 regiohthe Czech Republic and it neighbors. The detaset
of 76 spatial (cross sectional) observations aNb&S2 level is comprised of 8 regions in the CzRelpublic, 4
in Slovakia, 9 in Austria, 16 in Poland and 39 ier@any (of those, 8 are former East-German regiimssluding
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the unified Berlin). Specifically, the following Eoestat databases are used (identification by tablde):
nama_r_e2gdp, Ifst_r_lfu3rt and htec_emp_reg2.cAigh annual observations in some spatial datassevésy
cover the period from 1999 to 2014, observatiorilaliity (incompleteness) issues and temporalvafee con-
siderations led us to focus on data from the tiergop 2010-2012 only (unless stated otherwise).

Model framework and specification

As mentioned in the previous section, the applicapart of our contribution is based upon regressagional
unemployment on relative GDP dynamics (first déferes) and a convenient technological advantagsurea
(relative employment in high-tech industries). Wavé determined that the OLS estimator is not apgatgpfor
such task, as Moran’s | statistics (1) indicatesgf and positive spatial autocorrelation for aerved data series
considered. All Moran’s | results are significanttee 5% significance level (we reject the nulkphtial random-
ness) and were found to be relatively stable adliffesent annual observations (2000 — 2012) amdsscvarying
spatial structure definitions, obtained by usingide range of maximum neighbor distances\ibcalculations.
Due to space limitations, individual Moran’s | riéssuare omitted here. All skipped statistics, figmiiand tables
mentioned here and in the following paragraphswmaglable from the authors upon request, along thigtdatasets
and R scripts used.

As a next step in our analysis and following teeeyal approach outlined in [1], we use speciallzgtange
multiplier test statistics for spatial autocorr@at in order to decide whether spatial lag or isparror model
should be used. At the 5% significance level, dhi/spatial lag model is supported by the obsedatad. Hence,
using the general specification (2), equation $&he chosen model used for estimation and subseguoalysis
of regional unemployment dynamics of the selectadhtries:

Unemp;; = p w! Unemp, + B, + ,Bl(GDPi't_1 - GDPM_Z) + B,TechEmp; + uy (6)

whereUnemn is the general rate of unemployment for NUTS2argiat timet (2012),Unemp is a vector of all
Unempobservations for the year 2012DP, .1 is region’s GDP per capita (current EUR price8@f1) expressed
as percentage of EU average (also in current 26ites). The expressio{GDP, ., — GDP;,_,) therefore de-
scribes the y-o0-y percentage point change in GD#edbérelative strength” of regian This variable serves as a
proxy for region’s y-o-y change (from 2010 to 201i)macroeconomic competitiveness. In contrastsiogi
GDP; in our model (6), the temporal lag and dynamiturmt)f(GDPirt,1 — GDPl-,t,z) is consistent with neoclas-
sical macroeconomics, allowing time for the trarssitin mechanisms to take pla€echEmp describes the per-
centage of employees working in the “high-tech stdyi (NACE r.2 code HTC) aneis thei-th row of the
spatial weight matrixV used to define the spatial structure of the splaiipmodel.

4 Empirical results and interpretation

Spatial model paradigm may suffer from the gengnadirceived ambiguity in spatial matrix definitiand con-
struction. Therefore, to provide supporting evidefar our results, we tespecificationrobustnessof the model
(6) against changes in definition of its spatialisture. Multiple estimations of model (6) are penfied with the
dataset available, while varying the distance-bapedial weights matri¥V. We start with a relatively spargé

matrix constructed using maximum neighbor distghoeshold set to 160 km. Thresholds lower thankif0ead
to the existence of at least one island unit (goregith zero neighbors), which breaks down the &#timation
of the spatial model. From the initial 160 km value increase the threshold distances by 10-kilenitgrations,
up to a maximum neighbor distance of 1.000 km (tesitained using neighbor distance thresholdsheyt.000
km are rather non-informative). A total of 8 based alternative spatial structure-specificatwsodel (6) are
produced, estimated and summarized in figure 1.elach estimated spatial structure definition, ®glirshows
the corresponding Akaike information criteria (Al@aximized log-likelihood (LL) statistics and teetimated
coefficientsp andp along with their asymptotic (+/-) one standardebands.

Maximum neighbor distance thresholds between 210230 km result in fairly similar AIC values thatea
close to the best (lowest) AIC statistic, obseraethe 240 km threshold (shown by dotted vertiicedd in figure
1). The LL statistics mirrors our AIC results ame tdescribed model selection process leads ug tohihice of
model (6) with théV matrix calculated using the 240 km threshold. Ay ipe observed from table 1, all estimated
coefficients are significant at the 5% level anel Wfald statistic indicates high overall model siigaince. More-
over, our results are reasonably consistent amdesté&ross the whole 210 - 270 km maximum neigllisiance
interval. At the same time, the results in figurshbw that coefficientgo, f2 andp (Intercept, TechEmp and spatial
dependence) remain stable well beyond a 350 kmmani neighbor distance threshold. The stabilitg:odver
this extended neighborhood threshold intervalss f[grominent. Model instability at the lower endtaf distance
threshold interval should not be viewed as puzzlil®) km is the minimum distance that avoids ismatnits
(islands) for the spatially defined dataset, bahsspatial structure is not realistic (providingwéew neighbors
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to the observed regions). Similarly, high distatizesholds are not realistic either, as they ateoosistent with
plausible regional interactions and spillover efefor unemployment. This may be observed fromAt@ and
LL statistics, as well as from the behavior of indual regression coefficients as plotted in figlire
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Figure 1 Stability: AIC, LL and coefficient values as fuits of maximum neighbor distance thresholds

Technicalities of model estimation may be summalizg stating that the spatially defined equationvés
processed using R-software (spdep package). Afsapparent from table 1, four spatial-unit obseovet were
missing in our dataset. Hence, our model of chm@stimated using only 72 out of the total 76 NQT8gions
described in section 3. In this particular situatiowe are able to treat the NAs as ‘missing atoamdnd estimate
the model using a simple complete-cases-only appr(a missing data belong to German NUTS2 regighsre
only 4 out of 39 observations are missing and tAevBllues come from two separate NUTS1-level regions

Dependent variable: Y20.64_2012 (maxi num di stance threshold = 240 km

Type: |ag

Estimate Std. Error z value Pr(>|z|)
(Intercept) 2.46708 0.74520 3.3106 0.0009308
| (EUR_HAB_EU 2011 - EUR HAB_EU 2010) -0.30115 0.11337 -2.6563 0.0078997
HTC_ 2012 -0.26669 0.12473 -2.1381 0.0325051

Rho: 0.86344, LR test value: 62.442, p-value: 2.7756e-15
Asynptotic standard error: 0.062937 z-value: 13.719, p-value: < 2.22e-16

Wald statistic: 188.22, p-value: < 2.22e-16

Log likelihood: -145.1291 for |ag nodel

M. residual variance (sigma squared): 2.9052, (sigma: 1.7045)

Nurmber of observations: 72, Number of paraneters estimted: 5

AIC: 300.26, (AIC for Im 360.7)

LMtest for residual autocorrelation: test value: 0.032973, p-value: 0.85591

Table 1 Model (6) — R estimation output

Overall, we may summarize the estimation outpdolsws: we find strong evidence for spatial autoeta-
tion in the data, as the spatial dependence casffics relatively larges(= 0.86) and highly significant. The other
regression coefficients are significant at the 8%l (or lower) and their signs and magnitudesarsistent with
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standard macroeconomic approaches to the subjétrnfaedictive properties of the model at its spatial struc-
ture described above are satisfactory and fairtpparable across all the NUTS2 regions includedhim study.
Moreover, we do not observe any significant coufggel (NUTSO0) prediction power differences. Th&seo
bias towards, say, accurately predicting unemplaytriteGerman regions (35 of the total observedegtans) at
the expense of other spatial units. Some propodfahis rather surprising behavior may be recautilamong
other factors, to the 8 (9 including Berlin) NUT&®jions belonging to former East Germany; seed6tlietailed
FDI-focused regional/spatial analysis of formertEasrmany, the Czech Republic and Poland. Strudtecen-
ometric evaluation of model’s predictive properiesmitted due to space limitations.

5 Conclusions

It may be argued that the model framework as dasdrin this contribution is relatively simple artetefore
much of the spatial effect is attributable to soondtted variable factor. However, spatial dependemay be
interpreted as a proxy for a number of real, yetcpcally unobservable spatial effects. Spatialethelencies,
interactions and their dynamic features are veifjcdit to conveniently define and structure in aythat would
facilitate informative and harmonized quantificatidn practical terms - tasks such as consistemtyasuring
cross-border work commuting preferences at the NUJIESel, accounting for administrative/qualificatiem-
ployment barriers between countries (NUTSO lewaliantifying the impact of language differencesjaetis-
tances vs. topology, etc. - would inherently introel many subjective decisions and disputable feattor any
guantitative model. Hence, spatial lag models mtewa useful, interpretable and functional appraaetards
regional (macroeconomic) data analysis.

This contribution provides supporting evidence tfg use of regionally focused macroeconometric risode
Although spatial econometric models have been oegfdeand perhaps underappreciated by the gendoét pu
they are able to provide interpretable and robustemce and supporting material for decision makingcesses
at different central authority levels. The geneg#cification of spatial models, as outlined byans (2) to (5),
may be easily customized as for their functionaifand variable selection, depending on the pdatidasks and
research goals assigned.
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Stochastic analysis of profitability of the pig breeding process
Ludvik Friebell, Nadézda Kernerovéz, Jana Friebelova®

Abstract. The main goal of this contribution is to find and apply an efficient
simulation model of pig breeding at a particular company in order to improve its
economic results. The main inputs for the model were statistical distributions for
number of inseminations and number of weaned piglets. In addition we have used
conditional probability distributions for particular animal among each litter. Costs at
particular parts of the breeding process were used as the additional simulation
inputs, together with number of parities, length of farrowing interval, number of
weaned piglets depending on a parity number, lactation length, and the gestation
length of sows. Next inputs were price of produced piglets, price of insemination
doses etc. The empirical curve of sow profitability depending on the number of
parities, which can help to decide about the culling of sows from the herd, was also
determined in the research. The obtained results and recommendations are discussed
at the end of the paper.

Keywords: simulation; probability distribution; conditional probability, pig
breeding; weaning of piglets; culling of sows

JEL Classification: C13, C15, P4
AMS Classification: 60H30

1. Introduction

Many authors have dealt with the economy of piglet production farms, e.g. Kleinhanss and Werner [4],
Pelletier et al. [5]. The key factors of economy of piglet production system can be divided into two groups —
exogenous and endogenous. Exogenous factors, such as the price of feeding, the price of energy and the price of
pork meat, can be influenced negatively. In contrast, the endogenous factors can be managed with success.

Piglet production is intimately related to the reproduction process of sows and many different factors other
than feeding may affect the final results. Hence, the increasing number of new variables and constraints affecting
piglet production make difficult to explore all possible management alternatives to find the best one. Therefore,
sow herd management models can play an important role to optimise management alternatives or to explore new
ones (Rodriguez-Sanchez et al. [10]).

Herd management is the process by which certain goals of the farm manager, expressed as amount of
product, are achieved by consuming a corresponding amount of production factors. In order to be able to
combine these factors in an optimal way it is necessary to know the main interrelations among them and their
influence on the final productivity of the system.

The optimal replacement policy of sows is described by Rodriguez et al. [9]. Pla et al. [8] have developed a
production model using Markow chains and Semi-Markow chains (Pla et al., [7]). A review of mathematical
models for sow herd management is described by Pla [6]. Simulation model, which includes comparison of
economic performance of two breeds of sows, was introduced by the authors in the article Friebel et al., [1]. The
relation between culling rate and production efficiency in nucleus herd is assessed in Houska [2].

In this study, we focused on the distribution of time spent by farrowing batches at different parts of the
production process during farrowing interval. Because of the stochastic character of animal reproduction, we
have developed a stochastic simulation model covering costs and incomes arising during the whole reproductive
cycle.

2. Material and methods

The pig breeding process is depicted in Figure 1. At the top of Figure, we can see the time axis. Total
capacity of the model farm (620 sows) is divided into five particular sections - facilities. Capacity of particular
facilities is given in Table 1.

Facility Capacity

1 Faculty of Economics, University of South Bohemia in Ceské Budgjovice, Studentska 13, 370 05 Ceské
Budgjovice, Czech Republic, friebel@ef.jcu.cz

2 Faculty of Agriculture, University of South Bohemia in Ceské Budgjovice, Studentska 13, 370 05 Ceské
Budgjovice, Czech Republic, kernerova@zf.jcu.cz
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Breeding 170
Gestation 280
Farrowing 130
Gilts acclimatization 40

Piglet rearing 1700

Table 1: Capacity of sections

Week
T T T T T T T T T T T 17T
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Figure 1: Reproduction diagram, A — oestrus, insemination, B — detection of pregnancy, C — herd completion, D
— detection of heat, E — movement do gestation facility, F — movement to farrowing facility, G —farrowing, H —
weaning of piglets, | — movement to breeding facility, < disinfection of particular facility

Because the duration of reproduction cycle is biologically set, we can only change the lactation length.
However, the possible change of the above mentioned stage has to be ethologically admissible. For the purpose
of simulation model we considered minimal weaning interval of 21 days, which is also minimal lactation
interval.

The second parameter of the pig breeding process which can be successfully changed and which has a great
economic impact is the culling policy. Keeping the inefficient sows from the point of view fertility in
reproduction process has an undesirable impact on the economy of the whole farm. Inefficiency of the sows can
be assessed from the point of view of pregnancy, fertility and veterinary costs.

Pregnancy is evaluated with a number of insemination and oestrus which are needed for becoming pregnant
in the particular reproduction cycle. During the first and second reproduction cycle, it is possible to tolerate a
higher number of inseminations; typical are three or four attempts. In the third and the next reproduction cycle,
the number of possible insemination falls to two. It means unless the sow become pregnant after the second
oestrus, it is culled from herd. In our study, we defined a critical value of oestrus for each reproduction cycle as
an element of vector of pregnancy — a. This vector has got seven elements, because we consider seven
reproduction cycles in maximum for the reasons stated below.

Fertility is the next important culling reason. It is represented with the number of weaned piglets. At the first
farrowing, there should be at least seven weaned piglets, otherwise the sow is culled. For the next farrowing, the
required number of the weaned piglets increases to nine. It is possible to concede a lower number of piglets after
the fourth or fifth reproductive cycle. In our study, we defined a critical (minimal) value of weaned piglets for
each reproduction cycle as a component of fertility vector — b.

The change of both the weaning time and the culling rules has a great impact on distributions of sows at
particular facilities. To change internal dispositions of a real farm may be difficult, thus possible changes,
especially of the pregnancy rules, are limited.

1.1 Data

The data file included 5771 records of Czech Landrase (CL) sows. Each record included the birth date, date
of culling, reason for culling, date of farrowing, date of weaning, number of weaned piglets in each litter,
number of insemination during farrowing interval, etc. The data had to be processed in order to gain necessary
simulation inputs see below.

1.2 Costs analysis

In order to achieve as an accurate model as possible, the costs in particular phases of the production cycle
are described by cost functions, whose argument is the time spent on particular stands. The cost functions
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include veterinary costs (vaccination, deworming, and disinfection of facilities), energy costs (lighting, operation
of automatic feeding systems, ventilation, heating etc.), water costs and wages. This part of the cost functions are
for the given phase of the reproduction cycle constant, but they differ significantly from each other, see Table 1
at http://home.ef.jcu.cz/~friebel/simulations/costs2.pdf. This is caused primarily by a different arrangement of
particular farming parts given by different needs of sows during the reproduction cycle.

The cost functions include also feeding costs which differ not only from the point of view of particular
phases of the reproduction cycle, but also during the stay of a sow and its piglets in a given stand as a feeding
dose changes.

The first operation cost of the commercial herd is purchasing a sow. In the model we calculate the price to
be CZK 6,000. These new sows need to be acclimatised before they are integrated into the herd, this phase is
considered to be 40 days. The construction of the cost function for the acclimatisation stay is depicted at
http://home.ef.jcu.cz/~friebel/simulations/costs2.pdf.

After integrated into the herd, the sow is placed in the breeding facility. The cost function for this phase is
constructed using presented in Table 1 and 2 at http://home.ef.jcu.cz/~friebel/simulations/costs2.pdf.

The time spent in this phase changes for particular sows and it is connected with their ability to get pregnant.
This ability is also connected with insemination dose cost and is calculated to CZK 139.

After getting pregnant, sows are removed to gestation facilities, where they are for a constant period of time.
The costs calculated for this phase are based on the data presented in Table 1 and 3 at
http://home.ef.jcu.cz/~friebel/simulations/costs2.pdf.

The farrowing facility is, considering the costs, the most important part of the reproduction farming. The
highest costs of the commercial herd cover energy, as piglets require higher temperature, and also wages, due to
the necessary assistance of keepers when the sows give birth. It is similar with the water consumption, see
Table 3. The most significant, considering the total costs in the farrowing facility, are feeding costs of lactating
sows and of complementary feeding of their piglets.

Due to the variability, caused by the different weaning time of particular simulations and the different
number of piglets in particular iterations, it is neither possible to generalise the costs in the farrowing facility or
to use a cost function. In our model, we decided to separate feeding doses for sows and feeding doses for piglets.

To calculate the total costs of one sow in the farrowing facility, we used the data from Table 1 and 4. It is
necessary to take into account different weaning times. We consider the weaning time to be 21-25 day. During
the last five days in the farrowing facility, the feeding doses decrease, see Table 4, in order to stop lactation. It is
necessary to add to the feeding costs also the daily costs presented in Table 1. The feeding costs of piglets in the
farrowing facility are the product of the average costs per feeding day of a piglet in the farrowing facility (CZK
1.14, which is complementary feeding) and their number generated during every iteration, see below.

Costs of piglet rearing are calculated as the product of the number of weaners and the costs of a feeding day
in the piglet rearing facility see table 1 at http://home.ef.jcu.cz/~friebel/simulations/costs2.pdf.

1.3 Incomes

The main income of a pig breeding farm is from sold piglets. Piglets are shipped in a large scale and the total

weight and the total number is taken into account. For this reason, the average weight and average price per kg is
considered for the simulation purposes. The income per sold piglet for purpose of simulation model was
computed as the multiple of average price and average weight and is set to CZK 1,568, in our model pj,.
The additional income consists of revenues for culled sows, which are sold for meat. We calculate in the model
as the multiple of average weight of culled animals and the average price of meat and we set it for CZK 6,250.
This income can partially balance costs for purchasing and acclimatisation of gilts. The difference between the
purchasing price of gilts and the revenue, when they are sold after the culling, is represented by so called
replacement cost, in our model c,.

1.4 Simulated inputs

Number of inseminations

The number of inseminations influences the time spent on breeding facility. As well the price of
insemination dose is one of the important costs. The number of inseminations was monitored only up to the 7th
parity for the same reasons as for the litter size, see below. In order to create this simulation input was used the
Distribution Fitting function in the program @RISK. The most suitable were the Truncated Binomial
distribution.

Because the probability of conception differs from the increasing number of litters, we had to suggest a
particular probability distribution function for each litter. The number of inseminations necessary for farrowing
is generated according to this distribution during every iteration.
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Litter size - number of piglets in a particular litter

At first we investigated dependency of number of weaned piglets in consecutive parities for a particular
animal. We hypothesized that fertility is linked with particular animal.

Correlation indices in table 2 verified this hypothesis. Pdf for the second and next parity is considered as
conditional on the previous parity. Hence litter size in the each fallowing parity depends on the previous one.
The litter size was monitored only up to 7th parity thereafter the efficiency of the sow slopes down mainly
because of piglet mortality.

i-1 i r p value
1 2 0.3439 0.000
2 3 0.3381 0.001
3 4 0.2356 0.018
4 5 0.2471 0.021
5 6 0.2802 0.005
6 7 0.2947 0.003
7 8 0.4798 0.000

Table 2: Corelation indices for consecutive parities

We dealt with the problem of inhomogeneous Markov chains in this, because general fertility expressed in
number of weaned piglets in consecutive parities can be characterized with multidimensional probability
distributions, where number of dimensions is number of parities.

In our study we had to fit empirical distribution with theoretical function separately for sows with the same
number of piglets in previous parity in order to obtain pdf for particular litter. The most suitable was the
truncated Binomial distribution. The problem occurred in the case of less frequent combinations, where data
were insufficient for fitting with theoretical pdf. In this case we had to use empirical pdf.

1.5 Simulation model
Simulation inputs
e Costs function in particular facility f, (breeding), f, (gestation), f. (farrowing), f4 (rearing);
Price of sold piglets py;
Sow’s replacement cost Cy;
Price of insemination dose c,;
Costs per piglets and day spent on farrowing facility cy;
Number of inseminations before becoming pregnant for i-th litter ri~Ry;;
Number of weaned piglets for i-th litter p; ~ Ryi.1i;
Culling rules see Table 3, vectors a and b;
Time spent in breeding facility T, (87 days);
Time securing gestation Ty;
Maximal number of farrowings I;
Time from farrowing to weaning Ty;
Time from birth to shipping of piglets Ts (70 days).

. . Maximal number Minimal number
Number of litters i of inseminations & of piglets b;
1 4 7
2 3 9
3 2 9
4 2 10
5 2 10
6 2 10
7 2 9

Table 3: Culling rules

The simulation model is described in Figure 2, where i denotes the order of the litter. The stands are denoted
with a, b, ¢, d (d is the rearing facility).
Simulations outputs

e Income per sow per cycle p, and per year p,;

e Time spent by a sow in particular stands during the i-th litter t, tyi, tc;;
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e Time spent by piglets of the i-th litter in stand d (rearing facility) ti=pi(Ts-Tw);
e Costs of particular stands a to d and particular litter: c;, Cpi, Cei, Cai-

Ruaifolufula
s

9,b,,Pp 1o

i=1,£=0,p,=0,c=0

Generate r; from
Ru
=0
ta=T+a Torafd

Figure 2: Simulation model

3. Results and conclusions

In our model, we were working with an option, after which litter the sows should be culled and the weaning
time. In fact, we were looking for the extreme of a multi-variable function, in this case of two variables. In
calculus, this would be solved using partial derivatives. However, it is not possible in our case. Therefore, we
had to test all allowable combinations of the weaning time and the maximum number of litters and determine the
maximum average profit per sow.

At first, we performed 100,000 iterations for different weaning periods and different values of the maximal
number of farrowing. We tested five possible periods of weaning for 21-25 days and seven maximal number of
farrowing for 3-7. The total profitability per year and sow is shown in Table 4.

Max no. of Weaning interval [day]

farrowings 21 22 23 24 25
8 9884 9872 9861 9850 9839
4 10436 10423 10411 10399 10387
5 10828 10815 10802 10790 10777
6 10864 10851 10838 10826 10813
7 10824 10810 10799 10786 10774
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Table 4: Profitability in CZK (Profit per sow and year) 100,000 iterations

It seems as the most efficient to cull sows after the sixth litter. The difference between the fifth, sixth and
seventh litter is minimal. The reason is the minimum number of sows which get to a higher than the sixth
reproduction cycle. For these reasons, it is common in production farming to leave sows in the cycle only to the
sixth litter.

Considering the weaning process, the model proved that shorter weaning time brings higher profits. Unlike
the number of litters (see the previous paragraph), the differences are most evident. To be more objective, it is
necessary to note that the shorter weaning time may cause problems in the following inseminations. The reason
is the unfinished uterine involution of some sows. Opinions on this topic differ, see Kiracofe [3]. In modern
commercial herds, the weaning time of 21 days is commonly used.

The average length of the meantime in our model is 150 days and the turnover rate is 2.43. When
considering the theoretical value of 141 days (21 day weaning time), it represents an increase by nine days due to
repeated inseminations.

Another output of the simulation model is the capacity of particular sections during the year. The values
presented in Table 5, show how the capacity of these sections should be set up in the chosen operation mode.
Considering the total capacity of 580 sows in the farm and the mode arising from the simulation, the original
dispositions of the farm should be changed in accordance in respect to the following table.

Facility Breeding Gestation Farrowing Total Piglet rearing
Time (mean value) 110.81 191.20 62.99 365
Places new 176 304 100 580 1874

Table 5: Distribution of spent time between sections [day]

The analysis also shows that the original capacity of the piglet rearing facility would be, considering the
optimal profitability, too low, as the model comes with the mean required of 1,874 places. The average number
of litter per sow till its culling is 3.421.

As was mentioned in the methodology part, one of the most important questions of the pig breeding process
with a great economic impact is the culling policy. This policy is closely connected with purchasing gilts and
herd replenishing. Incomes for culled sows can balance the cost for purchasing gilts only partially. The most
important culling reason in our model was farrowing — 57.2 %. The second reason for culling was pregnancy. —
34.8 %. The age represented with number of parities was from that point of view culling negligible — only 8% of
sows were culled after sixth parity.
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Combined System of Continuous Double Auction and
Automatic Market Maker in Prediction Market

Mikulds Gangur

Abstract. The contribution deals with the proposal of the prediction market
financial structure with respect to increasing the volume of trading as well as
liquidity that are the key factors of the prediction market quality. The described
approach modifies the trading mechanism of the market and it integrates the
system of continuous double auction and the principles of automatic market
maker into this mechanism. This way the combined system of continuous
double auction and automatic market maker is created. In the contribution
the process of price determination by means of the logarithmic market scoring
rule principles is explained. The fruitfulness of the newly proposed system, i.e.
the usage of orders generated by tradesmen, is compared with the previously
used system of the constant price in case of Dutch auction.

Keywords: Prediction market, automatic market maker, continuous double
auction, market scoring rule, automatic order maker.

JEL classification: C65
AMS classification: 65C50

1 Introduction

Prediction markets (PM) belong among the alternative tools for collecting information spread among
numerous experts. These markets are used for the evaluation of the success rate of the assigned forecasts
- predictions and as speculative markets simulate the activity of a stock exchange at which such titles
are traded that are related to forecasting a particular event or those related to a value of an estimated
parameter. The value of titles is given by the extent of confidence of the sellers and buyers in a given
event or a value of a parameter. The current market price can be interpreted as an estimate (forecast) of
the probability of an event or an estimated value of parameters. Prediction markets use mechanisms of
classic stock markets on the basis of the information shared by the individual participants of the market
by means of the price of shares.

In prediction market implementation we follow the structure of market. The setting of this structure
designates the quality and fruitfulness of market. According to [7] the construction of PM can be divided
up to three areas: Choice of Forecasting Goal, Incentives for participation and information revelation
and Financial market design.

This contribution focuses on financial market design that establishes the principles and mechanisms
of trading on the market i.e. the selection of market and trading rules. The financial markets mostly use
the following mechanisms: Continuous Double Auction (CDA), Automatic Market Maker (AMM), Call
Auctions (CA) and Dynamic Pari-Mutuel Market (DPMM). PM mostly use two main trading mechanisms
- CDA and AMM.

In the CDA system the orders of participants are matched and if matching is successful the transaction
is executed. The AMM system uses the Market Scoring Rule (MSR), and in this system the share
prices are determined continuously by administrator (manually or by means of automata). The market
participants don’t trade with each other, but they trade through AMM that continuously determines
sales and buying prices. Most PMs use only one of above mentioned mechanisms. In this contribution
the proposal of combined trading mechanism is introduced. The share prices are set by the market
participants and they are simultaneously complemented by automatically generated orders with prices

1University of West Bohemia/Faculty of Economics, Department of Economics and Quantitative Methods, Tylova 11,
Plzen, Czech Republic, gangur@kem.zcu.cz
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that are calculated by means of MSR principles. It is the price determination that seems to be the key
problem of the proposed combined trading mechanism.

2 The share price determination

If there are no orders to sell or buy inserted in the orders book (OB) by participants in CDA system, the
system automatically generates its own orders and it inserts the orders into OB under administrator id.
The generator plays the role of a participant through the administrator id and this way it takes part in
trading in CDA system. The key problem is the new order price and the determination of the amount of
shares.

The basic idea of determination of new prices results from R. Hanson works (i.e. [3]) in the area of
automatic market maker (AMM) in prediction markets. R. Hanson uses the scoring rule (SR) principle,
that determines the payoff for the determination of the correct probability distribution p among particular
states ¢ of the considered events. The shares tied with the given states of event predict the event occurrence
or nonoccurence. The logarithmic market scoring rule s;(p) = b - log(p;) (LMSR) is one of the most
employed rules in AMM. The construction of the applied cost function for the share price determination
is derived from this rule.

According to the LMSR the participant that changes the probability distribution of the state with
low probability (a small amount of contributed information) is priced higher than that who changes the
distribution of the state with higher probability (more contributed information). The change of low
probability corresponds to an intuitive concept of change in the situation, when we don’t have much
information about the considered event state (little money have been spent for the shares of the given
state and, therefore, the share price is low). That is why any change is more influental and also more
priced than in the situation when the share price is high (traders put more money into shares i.e. the
shares of the given state aggregate more information). The change, i.e. inserting more information,
influences the share price less, i.e. it changes the probability distribution less.

Example 1

As an example of event with different states the 'Percentual profit of political party ABC in election’ is shown. The
number of states is determined by the issuer (market administrator). The event can be represented by mutually disjointed

states - shares, which are displayed in the table 1, together with the current price and the number of shares held by the
market participants.

\ Profit in % of votes [0-20%

(20 — 40) %

(40 — 60) %

(60 — 80) %

(80 — 100) %

‘ Current price/Number of held shares H 89/30 ‘ 90/40 ‘ 69/60 ‘ 25/50 ‘ 10/10 ‘

Table 1 Distribution of held shares for all event states (Source: own)

a

R. Hanson describes the behavior of traders as a permanent change of price instead of a process of
selling and buying shares. If we take a look at this process as selling and buying, we are interested just
in the share price, that we sell or buy it for. If we assume that the final evaluation of share is 1 virtual
currency unit (VCU) in the occurrence of the event state and 0 VCU in the nonoccurrence of the event
state, we can replace AMM that uses MSR by the market maker using the cost function (cost-function
based market maker). The value of this cost function depends on the number of the sold or bought shares
[1] i.e. it depends on distribution of marketed shares among event states. If we denote ¢; as the number
of all sold (held) shares of i-th event state and we want to determine the price of any number of shares,
we can use the following cost function corresponding to LMSR:

C(q) = blog Zexp(qj/b) 6

On the basis of the introduced prescription the current price of i-th state share can be determined as
a partial derivative of the cost function (1) with respect to the g;. The price, determined in this way, is
considered only for a few traded shares. For the price determination of any number of shares we use the
change of cost function (1) with respect to the old price [6].
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In the next part we can interpret cost function C' (1) for shares with final values 1/0 as a total amount
of money, that all traders spend for all shares (shares of all event states) up to now. The parameter b
has to be set to avoid the loss of AMM and, at the same time, to determine the amount of price change
depending on the number of shares in the transaction. In automatic price determination the parameter
b is set with respect to the range of shares price (0-100) as 100 x 100 = 10000.

By means of the cost function C' we determine the price ¢;, that traders pay or obtain if they demand
or supply quantity ¢’ shares of the selected event state i. The calculated price is the difference between
the value of all the held shares after the transaction (the value of cost function C' after transaction)
and the cost function value before the transaction. This price is then the price of transaction and it
doesn’t define the current share price, because such price works only for a small number of shares in the
transaction.

If traders demand ¢' shares, we determine the price with respect to the following prescription:

i =Clg, - ai+d, ,an)—Clar, G ) 2)

n is the number of the event states

The price can be determined similarly in case of the supply of shares from traders. In this case we
subtract the amount ¢' of supplied shares.

If the price ¢; is positive, the trader pays it (administrator cashes it). If it is negative, the trader
cashes this sum of money (administrator pays). The sign determines the direction of transaction from
the view of administrator (AMM).

3 The price determination in the combined model of CDA and AMM

The creator of AMM R. Hanson described the possible integration of orders book and automatic market
maker (AMM) in [2]. In this case the AMM trades all the supplied or demanded shares directly on the
basis of the calculated price, or it may trade only part of them according to the calculated share price.
In the price calculation AMM uses MSR instead the cost function and it doesn’t take the current share
price into account, and the computation itself by means of numerical methods is time consuming.

The CDA and AMM systems were used also on the Zocalo prediction market [5]. Its author introduces
the used principle of CDA and AMM integration in [4]. In the described system the price determination
by means of LMSR is isolated from the resulting CDA prices and the market participants select the final
price by comparing prices from both the systems. This combined model is limited only to the event states
with two-values result (0/1). Moreover, the applied LMSR principle, proposed by R. Hanson, considers
only the amount of the supplied or demanded shares without the inclusion of the volume of the demanded
or supplied financial means i.e. the total volume of transaction.

In the calculation of the supplied or demanded price for the generated order the system doesn’t work
only with the amount of the traded shares, but it also includes the total volume of transaction. It, at the
same time, takes the current share price into account. It employs the principle of the price determination
with the cost function for the determination of the value (price) of the distributed portfolio change. The
change is consequence of executed transaction. The value of change is the basis for the determination of
the change of the share price which corresponds to the change of the distributed portfolio with regard to
the demand or supply.

With respect to the difference between the AMM model, described in the previous part, and the
combined CDA and AMM model, we will, at first, substitute the quantities ¢; of the held shares in the
description (2) by the total value of the held shares for the considered event. We determine the total
value along to the following prescription:

vi=D aiy x et ®)

J

where v; is the total value of the held shares for i-th state, ¢; ; is the quantity (number) of shares for
i-th state, held by j-th trader and cl** is the current (last) price of shares for i-th state
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Another question is what can be the share quantities ¢* in (2) substituted by ? The quantity ¢* states
how many pieces of shares are demanded or supplied by trader. While only one order to buy or sell is
avalaible in AMM for the price, determined by AMM, and the trader just sets the number of shares to
buy or sell, in the CDA system more orders with different prices and different numbers of shares are
inserted in OB all at once. What method do we use to determine the volume of means v*, meant for the
transaction, that substitute ¢* ?

In the case of buying or selling such modification of principle of maximizing sales volume was choosen
that is used for quotation of shares. According to this method the system selects such a transaction
order that demands or supplies most financial means and most contributes to the change of probability
distribution for the considered event.

vt = mj‘@x(% X ¢ j) (4)

where v is the total sales of the transaction for the shares of the selected state i with respect to all
shares of the states tied with the event, g; ; is the number of shares for i-th state, demanded (supplied)
by j-th trader and ¢; ; is the share price for i-th state demanded (supplied) by j-th trader

On the basis of the above process it is possible to modify the prescription (2) as follows:

Dci=C(or,-- v+ 0"+ on) = Clor, -+ 05, vg) (5)

where n is the number of event states and Ac; is the price of transaction
and the situation is similar in cases where shares are supplied by traders.

Except for substituting the share quantity in (2) by the total value of the held shares and by the sales
of transaction, another difference can be found in (5). While in AMM system traders pay (obtain) the
price of transaction ¢; for the implemented change in shares distribution and the system doesn’t work
with the current share price, in the combined AMM and CDA system the calculated value is the change
of the current price, because the prices are determined by traders regardless of AMM directly in the
range of the share values. At the begining the prices are set by administrator with respect to his/her
preferences!. That is why the final price of share ¢;"?" ' in this model is determined as the current price
cﬁ‘”‘ that is modified by the calculated price of the whole transaction Ac¢; per one share of transaction.
If trader buys the share, (Ac¢; is positive), the final price increases, if trader sells (Ac; is negative), the
final price decreases.

Another price correction monitors exceeding the maximum share price ¢]*** for the given event state
or depreciation of the share price bellow determined minimal price ¢j**". The final share price for i-th

state (new current price) is computed with respect to the following pfescription:

min Ac;
:

supply/demand
Ci

= max ("™, min(ci®** + round( +0.5),¢"")) (6)

i

The administrator (AMM) is also ’trader’ and therefore tries to sell the most profitably or to buy the
most cheaply. That is why it is possible to correct the share price with respect to the prices demanded
or supplied by traders. In case of shares sold by administrator the system selects the maximal price from
calculated price (6), and the referential price c:ef, that is demanded by traders, and at the same time
from the current price (:,li‘“‘. In case of purchase the administrator offers minimal price of the calculated

price or referential price that is supplied by traders, and, at the same time, from the current price.

Referential price can be determined by different methods e.g. the maximal price from the demanded
prices in case of shares sold by administrator or the minimal price from supplied prices in case of shares
purchased by administrator. Another referential price is the price from order with maximal turnover (see
prescription (4)). This approach takes into account the main priority of the system administrator, which
is to ensure as much volume of trades and market liquidity as possible.

TAMM determines the start price of share with help of C cost function (1) on the basis of initial distribution g1, - , gn,
that is set by system administrator.
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Example 2

In the example 1 for prediction of the percentual election profit of ABC party the shares distribution before the
transaction for each of the five states is displayed in table 1. The trader inserted the demand order for 20 shares with price
70 VCU of event state Party ABC receives 40-60 % wvotes in election. The current price of the share tied with the event
state is 69 VCU.

According to (3) the distribution of the held share values is v=(2670,3600,4140,1250,100), and according to (5) the
change of price is determined by the following prescription:

Acz = C(2670, 3600, 4140 + 20 x 70,1250, 100) — C(2670, 3600, 4140, 1250, 100) = 349.30
according to (6) the supply price is calculated as

supple 349.30
cg“”"l“ = max(1, min(69 + ruund(TO +0.5),100)) = 87
This price is compared with the maximal demanded referential price 70 VCU, with current price 69 VCU, and the
maximal price cgmat = max(87,70,69) = 87 is selected. The shares are supplied by administrator (AMM) for price 87
VCU in number of demanded shares, corresponding to referential price.

Similarly, the share price demanded by administrator (AMM) can be determined in case of supply from traders. a

4 The comparison of automatic order generators

In this part the results of the use of two generators are compared. The first one is the previously
used automatic generator that issues shares with constant price (GCP) and second one is the proposed
automatic combined generator with price that is calculated according to the method in part 2 (CG).

The generator with constant price was activated in the tested group under the similar conditions
as the combined generator from the previous part in the second tested group. In the experiment just
administrator’s supplies were analyzed. The constant price was determined as maximal of 95 VCU and of
the price offered by trader as the demanded price. For every unsold shares the price depreciated 1 VCU
every day in the system of Dutch auction as well as in CG. The number of shares was set with respect
to the planed investment and the constant price in contrast to the combined generator. That’s why this
number of supplied shares is in the most cases smaller than the demanded number by traders.

Amount Administrator supply - Number | Administrator supply - Volume | Average price per share
Generated CG 1052 78941 75.04
Accepted CG 854 61502 72.02

Fruitfulness CG 81.18 % 77.91 % -
senerated GCP 600 57230 95.11
Accepted GCP 270 24272 89.90

Fruitfulness GCP 45 % 42.41 % -

Table 2 The trades of generated sell orders with CG and GCP (Source: own)

The consequent values CG (GCP) are presented in table 2. The smaller number of issued (and also
traded) shares in the GCP (600/270) as compared with CG (1052/854) is result of different method of
determining the number of the newly issued shares.

Following the displayed values the fruitfulness of both generators can be compared according to the
number of the issued shares and the volume of trades. The fruitfulness 81.18 % as opposed to 45 %
traded shares of the newly issued shares number is markedly higher with CG. Similarly, the fruitfulness
measured by the volume of potential and executed trades is higher in favour of CG (77.91 %) as compared
with GCP (42.41 %).

It can be stated from presented comparisons that prices generated by CG are more accepted by
traders, more trades are executed, the price corresponds to the current distribution of particular event
shares and this way the price values the information contributed by traders.
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For the sake of the completeness it is needed to compare the activities of both groups in the experiment
period so that we exclude a potential effect of greater activity towards greater accepting of automatically
generated orders. The activity is represented by a list of volume of trades for each participant of the
given group in the given period.

Both groups are compared by means of average and median. The congruity of both the groups was
tested both by means of the Levene’s test and the nonparametric Mann-Whitney test with respect to data
distribution in both groups which normality was not proved. Neither of tests confirmed the validity of the
alternative hypothesis about the differences of averages (medians) (p-value=0.1325, ev. p-value=0.1467
on significance level o = 0.05). The activities of both groups, given by the total volume of trades, are
comparable and therefore it can be stated, that the detected difference between fruitfulness of CG and
GCP in the newly issueed shares is not affected by the different activity of the participants in both groups,
but it can be described as the result of the different methods of the compared generators.

5 Conclusion

The proposed combined automatic generator integrates the principles of the automatic market maker,
used for price determination in case of automatic generation of the demand or supply orders, into the
market mechanism of the continuous double auction. The generator was compared in a practical exper-
iment with simple, previously used generator that determines the price as maximally possible and then
it depreciates the price in periodical time intervals in the Dutch auction system. The main emphasis
was put on the comparison of both generators’ fruitfulness, i.e. the application of the generated orders
according to the volume of the executed trades or. as the case may be, the frequency of transactions.
The results of the comparison of the above generators show the newly proposed combined generator as
being more successful.

In the contribution the method of price determination in the combined generator system is presented
for binary predictions, i.e. the prediction of complementary events. These predictions answer the question
whether the event occurs or does not occur. Another method must be used in case of estimating the
predicted parameter values. An ongoing research study focuses on the price determination in case of
these type of predictions. Generally, the evaluation of the estimated parameter value can be transformed
into the presented algorithm for binary predictions. A special construction of complementary events is
employed in this case. This approach allows a wider application of the combined generator for different
types of predictions.
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Scheduling Based on the Critical Path Analysis
Pavel Gezik'

Abstract. The Critical Path Method (CPM) solves the shortest time of project and
the earliest start and the latest end for each activity without making the project
longer. But no consideration is given to the fact how many workers/machines would
be needed to undertake these activities, or indeed to which worker or machine would
be needed for each activity. In the Critical Path Analysis (CPA), scheduling for
workers is related to bin-filling problems or similar problems called the knapsack
problems which are known as the NP-hard problems.

This paper describes a simple heuristic method based on the Critical Path Analysis
which provides a good result regarding to time of solving but does not necessarily
give the optimal solution every time. This method uses earliest starts and latest ends
of every activity of a project to determine the order of activities. There is also the
calculation for the minimum number of workers required to complete the project and
to match workers with activities.

Keywords: Scheduling, Critical Path Analysis, Heuristic Method, Project.
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1 Introduction

This paper describes how the heuristic scheduling method can be applied to the Critical Path Analysis (CPA)
problems but, importantly, it will be shown that such methods do not necessarily give the optimal solution every
time. This scheduling problem is related to the bin-filling problems, and to a similar problem called the knapsack
problem in which the items carried have not only particular weight, but also have an appropriate value. These
problems are known as the NP-hard problems ([4], [5]) and that are often solved by heuristic methods which
provides a good result regarding to time of solving.

Most of these problems are solved quite casually or automatically without explicit recognition of a problem.
Sometimes an ordering method is determined essentially by chance; more often tasks are performed in the order
in which they arise (for example the “first-come, first-served” solution). [3]

These types of problem are solved by using a technique called the branch and bound method or method of
shortest path. Both methods aim to the optimal solution but they are difficult and they need inadequately
solution time for a complex project with a large number of activities. The heuristics methods do not provide
optimal solution every time but they take acceptable solution time. In [6], [7], known heuristics methods are
Assembly-Line Scheduling Method, Method of Moodie Young, Tonge’s Method, Arcus’s Method, Method of
Killibridge and Western and Hoffinann’s Method. All that methods are based on diversification of tasks to
groups or phases.

2 Critical Path Method (CPM)

The Critical Path Method (CPM) is a method of the Critical Path Analysis (CPA) and solves the shortest time of
project and the earliest start and the latest end for each activity without making the project longer. The CPM is a
step-by-step project management technique for process planning that defines critical and non-critical activities
with the goal to find shortest time possible to complete the project. Critical activities have to follow each other
and by this way they create the critical path.

There [1], [2] are few ways to how to use the CPM but all of them find the Early Start (ES), Early Finish
(EF), Late Start (LS), Late Finish (LF) and Slack for each activity. The calculation of the CPM is separated into
two phases. In the first phase the early starts and finishes are calculated by seeking the maximal values in
previous activities. In the second phase the late starts and finishes are calculated by seeking the minimal values
in next activities. The calculation can be carried out by MS Excel with the functions MAX, MIN, and
VLOOKUP from table array of predecessor and successor activities like in the example below.

' University of Economics in Bratislava, Faculty of Business Informatics, Department of Operations Research

and Econometrics, Dolnozemska 1/b, 852 35 Bratislava, Slovak Republic e-mail: pavel.gezik@euba.sk.
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In the following table I there is an example which will be used to illustrate the problem. There are activities
(a;)) fori=1, 2, ..., n where n is a set of project activities, the time #; of each activity i (days in the example) as
well as predecessor and successor a;. ES;, EF;, LS, LF; and slack; of each activity i are calculated in the next
columns. The project duration can be seen in the table like a maximal number in a column of finishes and critical
path is composed of activities where Slack; = 0.

In the example, project duration is 65 days and critical activities are a,, a7, ag and a;.

a; ti predecessor a; SUCCESSOr a; ES; EF; LS; LF; Slack;
a; 7 - Ay, Ag, A7 0 7 9 16 9
a, 16 - ay, dg, a7, ag 0 16 0 16 0
as 4 - as 0 4 27 31 27
ay 7 ai, a as 16 23 24 31 8
as 16 as, ay a 23 39 31 47 8
as 8 ay, ay a 16 24 39 47 23
a; 20 ap, a, ao, ay, 16 36 16 36

ag 13 a ao, ) 16 29 23 36 7
ay 11 ag, ar ai 36 47 36 47 0
a 18 as, ag, dg - 47 65 47 65 0
an 8 as, a; - 36 44 57 65 21

Table 1 CPM example

3 Scheduling

In the previous part, the CPM solves the shortest time of project and the earliest start and the latest end for each
activity without making the project longer. But no consideration is given to the fact how many workers/
machines’ would be needed to undertake these activities, or indeed to which worker or machine would be needed
for each activity. These problems can be solved by the method of scheduling based on the CPA directly after the
end of CPA.

This method of scheduling is based on the CPA because it uses the information from the CPA about the
whole project and also about every activity. This method has the two parts. The first part needs early star and late
finish for each activity to set order of activities and also it needs value of critical path (project duration) to
calculate the number of workers. The second part is about scheduling and matching workers with the activities.

3.1 Order of activities and number of workers

This part is simple and there is no algorithm. The order of activities is given by sorting of activities according to
early starts (ES;) at the first level (ascending) and according to late finishes (LF}) at the second level (ascending).
The logic of sorting is depended on principles of the CPA and in the beginning activities with smaller early start
have to be done. If two activities have same early starts then the first one which has to be done is the activity
with smaller late finish. When two activities have same early starts and also late finish then they had to be sorted
according to Slack; of activity (ascending).

In the example, there is the order of activities: a, ay, as, as, as, as, ag, as, a o, ay; and ajpand it is sort in below
table 2.

a & a a3 =Y a7 ag as as dg a1 Ao
ES; 0 0 0 16 16 16 16 23 36 36 47
LF; 16 16 31 31 36 36 47 47 47 65 65

slacki 0 9 27 8 0 7 23 8 0 21 0

Table 2 Order of activities

2 Workers are used in the whole paper but it can be exchanged for machines, groups of workers or employees.
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The workers number (W) calculation uses the sum of activities and the critical path from the CPA. There are
the simple assumptions about needs of workers for all activities of and as many workers will be needed as the
sum of activities divided by the project duration (T). The project duration means the length of the critical path
from the CPA.

In the calculation, the following rules are assumed:

each activity requires only one worker;

if there is an activity that can be started, no worker may be idle;

once a worker starts an activity, it must be continued by that worker until it is finished;
each worker can carry out any activity in the project.

Pl

The equation of workers number calculation will be W= Y a,/T.
i=1
In the example, the equationis W= (16 +7+4+7+20+ 13+ 8+ 16+ 11 + 8 + 18)/65 = 128/65 = 1,9692;
that means there will be two workers needed in the project.

3.2 Scheduling and matching workers with activities

This second part of method is about matching the workers with the activities through the algorithm. The
algorithm calculates the beginnings (b;) of activities and idle times (IT;) for every worker j (j = 1, 2, ... w).
Algorithm uses the set of activities (N) from the first part of the method. The order of activities in the N is very
important and it has to be strictly followed up.

Algorithm

These are the steps of the algorithm®:

1. seth;=0forj=1,2,...w;

2. choose the first @; from N (then a; is removed from N), find min b; and calculate new b; = max(ESj; b;) + ¢; for
J=1,2, ... w;if ES; > b; then IT; = ES; - bj;

3. if Nis empty, then it ends and if not repeat the step 3.

In the example:

b;=0and b, =0and N = (ay, a;, as, a4, ar, as, as, as, o, a1, d1o);

for ay: min(0; 0) = 0=> b, = max(0; 0) + 16 =16 and N = (a,, as, as, as, as, as, as, aq, a1, ao);
for a,: min(16; 0) = 0 => by = max(0; 0) + 7 =7 and N = (as, a4, ar, as, as, as, s, a, ao);

for as: min(16; 7) = 0 => by = max(0; 7) + 4 = 11 and N = (ay, as, as, as, as, as, a1, a1p);

for as: min(16; 11) = 0 => by = max(16; 11) + 7 =23 and N = (as, as, ae, as, aq, a, ay), [Tr=5;
for a;: min(16; 23) = 0 => b, = max(16; 16) + 20 = 36 and N = (as, a, as, ay, a1, a1o);

for ag: min(36; 23) = 0 => by = max(16; 23) + 13 =36 and N = (as, as, as, a1, a1o);

for as: min(36; 36) = 0 => b, = max(16; 36) + 8 =44 and N = (as, a9, a1, ayo);

for as: min(44; 36) = 0 => by = max(23; 36) + 16 = 52 and N = (av, a1, a19);

for ag: min(44; 52) = 0 => by = max(36; 44) + 11 =55 and N = (a1, ay0);

for ay;: min(55; 52) = 0 => b, = max(36; 52) + 8 = 60 and N = (a,0);

for ajo: min(55; 60) = 0 => by = max(47; 55) + 18 =73 and N is empty;

The calculation can be realized also in a simple way where every matching of activities for workers has the
following form &; | a; (t;). Subsequently the calculated duration of project is maximal value of b; and idle time is
like a note inside of the calculation. This way of calculation for this example looks:

order of activities: a,, ay, as, a4, as, as, ag, as, ds, ayy, do;

t;(inorder): a,=16,a1=7,a3=4,a,=7,a7=20,a3=13,as=8, as=16,ay =11, a;; =8, a;o=18;

ES; (in order): a=0,a,=0,a3=0, a; = 16, a; = 16, ag = 16, ac = 16, as = 23, ay = 36, a, = 36, a;p =47,
worker 1: 0| a;(16); 16 | a7(20); 36 | a5(8); 44 | ay (11); 55| ;0 (18); 73

worker 2: 0| a;(7); 7| as (4); IT> = 5; 16 | a,(7); 23 | a5 (13); 36 | a5 (16); 52 | a1, (8); 60

?  The lexicographic decision rule is used in the case of same value.
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The duration of project for two workers is 73 days. The sum of idle times of the worker 2 is 5 days and all
the activities are done after 60 days (last s, + #;). The sum of work days is 133 for both workers.

This project can be carried out in 65 days if the worker 3 is taken into account and this worker will
accomplish the activities a5 and as in 24 days. Other workers will accomplish remaining activities in the
calculated order. In such a case the activities of worker 1 are critical and the sum of them is equal to 65 days.
The worker 2 finishes activities after 44 days. The project duration will be shorter but the sum of work days is
same.

On the left side of the figure I, there is solution illustration of the example calculation with a timeline. The
right side of the figure I illustrates the optimal solution.

worker 1 | worker 2 worker 1 | worker 2
ai (7) ai (7)
a; (16) as (4) a; (16) as (4)
as (7) as (7) ag (8)
a7 (20)
ag (13) as (13)
a; (20)
as (8)
as (16) as (16)
ao (11) ag (11)
an (3) an (8)
aip (18) o (18)

Figure 1 Solution

4 Conclusion

As it is shown in the comparison of solution obtained by this heuristic method and the optimal solution, there is a
small difference. There were several examples in the testing of this method where the solution obtained by the
heuristic method was same as the optimal solution and in the majority of examples they were close to the optimal
solution. Base on this finding, the method can be used for basic scheduling.

The method has problems with some special characteristics in a project. There is the problem with the key
activities which are known as the terms “bridges” or “articulation points" in graph theory. In case the project has
this key activity (or more key activities) the graph of a project has to be divided into subprojects (subgraphs) and
the method will be applied for each subgraphs.

Also the trivial subprojects in the project are problematic. The trivial subprojects are composed of activities
which have only one predecessor and one successor. The activities with only one predecessor and successor
activity can be merged into one activity and this “major” activity splits the project into two subprojects. In such a
case the method can be used for both subprojects.
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Technical Equipment Scheduling Problem for Transport pro-
cesses - Experimental Identification of Binary Linear Pro-
gramming Benefits

Vojtéch Graf®, Dugan Teichmann?, Michal Dorda®

Abstract. Transport processes usually employ some technical equipment for its real-
izations; using the necessary technical equipment induces some costs. Let us consid-
er that a transport process can be realized using different routes and the technical
equipment can be transferred among destination and origin nodes of the defined
transport processes. Let us consider that costs for every equipment transfer and costs
produced by using the technical equipment are defined. The goal is to define the
minimal number of technical facilities that are necessary to operate the defined
transport processes. However, in practice we can often meet situations where the
possible relocations of the facilities have zero benefit. Such situations usually occur
if intervals between two subsequent beginnings of the process on the same route are
short. The presented paper deals with an experimental definition of the situations for
which the relocations of technical facilities do not yield any benefit. In our article we
will restrict on the problems with two transport processes.

Keywords: Scheduling, linear programming, transport processes
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1 Our Motivation

In industry or transport we often meet so-called transport processes that are realized using certain technical
means or devices. Examples of such transport processes in industry are processes that secure transport of prod-
ucts among individual production stages. In transport we can mention for example processes that transport pas-
sengers or goods from their origins to destinations. For all the transport processes it is requested that utilization
of the devices we need to realize the transport processes should be as high as possible.

One way how to fulfil the need for maximization of utilization is to minimize the number of the devices we
use. In order to minimize the number of the necessary devices, we have to improve schedule of their operation.
By better schedule we mean for example the possibility of using the same technical means on different transport
routes or better balancing of requests for transport in time. It is more than obvious that basic requirements for
such adaptation must be satisfied. Such basic requirements are as follows:

o Interoperability of all the technical devices (all the devices can be used for all the transport processes).
e Itis possible to transfer the technical means among the individual transport routes.
e We can change times when the individual transport processes begin.

Such problems were successfully solved in the past using mathematical programming. The possibilities of
technical device transfers among the transport routes were modelled using binary variables. However, approach-
es based on mathematical programming models that use binary variables may have an essential computational
problem. Such problems usually occur in cases if the linear model consists of many binary variables. That is the
reason why such problems are often solved by heuristic methods.

Practical pieces of experience with mathematical models reveal that results got by the models do not yield
any positive effects in certain situations. That means the minimal number of the technical devices that serve the
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vojtech.graf@vsh.cz
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transport routes can be found out using a known approach that is simpler than the approach based on mathemati-
cal programming. Therefore we think that it is necessary to try to estimate limits for which it holds that if the
limits are exceeded, using mathematical models to minimize the number of the technical devices is useless.

The goal of the article is to compare experimentally results achieved by a mathematical model with results
obtained by a simpler approach; the approach is discussed in Section 2. The experiment will be done for an ex-
ample consisting of two transport routes.

2 State of the art

Scheduling of technical devices and equipment that secure transport processes by means of mathematical models
was planned in the past. From many successful projects we can point out vehicle scheduling problem in bus
public transport [1], [2] and [3]. The models were created either for a homogeneous vehicle fleet [2], [5] or for
a heterogeneous vehicle fleet [6], [7]. The models offer results in the form of sequences of connections that
should be served by individual vehicles of the given vehicle fleet. On the basis of these approaches the optimiza-
tion system KASTOR was developed. The optimization program KASTOR, which was created in the 80’s of the
twentieth century, was employed to plan vehicle schedules in regional bus transport and its using yielded essen-
tial savings.

Scheduling based on the basis of above mentioned approaches was applied in other transport systems as well.
For example paper [8] is focused on mathematical modelling of vehicle scheduling problem in the conditions of
railway transport. Publications [9], [10], [11] apply mathematical modelling to solve scheduling problems in air
transport.

To optimize planning of technical devices for transport processes heuristic methods [12] or dynamic pro-
gramming [13] are often used.

The proposed mathematical models are general; that means they can be used in any conditions. However, the
main assumption of their successful using is that the vehicles can transfer among the connections of the individ-
ual routes. We can also get a solution for which it holds that each vehicle serves only the connections of the
single route. Everything is subordinated to the key criterion — to minimize the number of the vehicles we need to
serve all the planned connections. The key criterion can be supported by a secondary criterion — to minimize the
number of non-productive covered kilometers (the non-productive covered distances results from deadheading
the vehicles among the routes).

The alternative approach to calculation how many vehicles we need is based on the assumption that each ve-
hicle is assigned to the particular route in a given time period and its transfer to the connections of the different
routes is not possible. In such cases we can calculate the number of the vehicles according to the following for-
mula:

OJ

YNy =X, )
jed jed i

where N; is the number of the technical means we need to serve the transport route j € J, O; is the cycle time of

the technical means that serves the transport process on the route j € J, L; is the headway between two conse-

quent transport processes on the route j € J.

Formula (1) results from the analogous formula given in publication [14] that was adapted for our problem.
The formula is quite easy. Despite its simplicity the formula can be applied in practice, especially in cases when
the headways between the subsequent connections are not too long. The square brackets on the left side of equa-

tion (1) express that the value of the fraction % is rounded up to whole numbers.
J

3 Problem Formulation and Mathematical Model

Let us have a set of transport routes J; for the routes it holds that |/| = n. For each transport route j € J a set I; of
the transport processes that have to be realized in a regular interval L; is given. For each transport process i € I;
its earliest possible beginning t;, time duration T; and maximal possible time shift b; are defined. Our task is to
create such sequence of the transport processes that are served by the same technical devices so that all the
transport processes are served and the number of used technical devices is minimal. In our task we assume that
all the technical devices are homogeneous from the point of view of their technical parameters and each tech-
nical device can be used for serving any transport process on any transport route. In addition we suppose that
each transport process is served by single technical device.
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Let us assume that it holds for our task that Uje; [; = I, Nje; I; = @ and |I| = m. In order to form the math-
ematical model, we must define an origin depot — it is a place where the technical devices are found before the
beginning of the transport processes — and a destination depot — it is a place to where the transport devices return
after serving all the planned transport processes. The origin depot has index 0 whilst the destination depot
m+ 1.

To simplify practical solving of the proposed models an incidence matrix A is used. Elements a;; of the ma-
trix take values 0 or 1, wherei € I and j € J. If a;; = 1 then the transport process i € [ is realized on the
transport route j € J. If a;; = 0 then the transport process i € [ is not realized on the transport route j € J.

To solve the problem we must define two groups of variables. The first group of the variables is represented
by the binary variables x;;, where i € I U {0} and j € I U {m + 1}. The binary variables model decisions about
transfers of the technical devices to serve the transport process j € I after finishing the transport process i € I. If
x; = 1 after finishing the optimization experiment, then the transport device is transferred to serve the transport
process j € I after serving the transport process i € I. If x;; = 0 after finishing the optimization process, then the
transport device is not transferred to serve the transport process j € I after serving the transport process i € I. If
Xo; = 1, then the transport process j € I is served by the transport device that is found in the origin depot. If
xo; = 0, then the transport process j € I is not served by the transport device that is found in the origin depot. If
Xims+1 = 1 after finishing the optimization calculations, then the transport device goes to the destination depot
after serving the transport process i € I. If x;,,,1 = 0, then the transport device does not go to the destination
depot after serving the transport process i € I. The second group of the variables is formed by the non-negative
variables z;, where i € I. The variables z; model time shifts of the connections. Let us assume that the time
shifts can be non-negative whole numbers from the interval (0; b;).

The symbol M that is used in the mathematical model represents a so-called prohibitive constant; the symbol
Z§ expresses the set of non-negative whole numbers.

The mathematical model that we use to solve the problem has the following form:

min f(x,z) = Z Xoj )
i€l
subject to:
xj=1 jel 3)
ieru{o}
xi; =1 iel )
jeru{m+1}
ti+2aik(zk+Tk)5tj+2aikzk+M(1—xU) ielandjel ®)
kej kej

Ze <L —1 keJ 6)

ielu{0}

ii €{0,1 ’
%y € {01} jertum+y D
7 € Z¢ kej 8)

Function (2) represents the optimization criterion — the number of the vehicles used in the task. The group of
constraints (3) ensures that each transport process is served by the transport device. The group of constraints (4)
ensures that each transport device which served the connection i € I is either transferred to serve the subsequent
connection j € I or goes to the destination depot and its operation is terminated after serving the connection i €
I. The group of constraints (5) assures time admissibility of the sequence of the connections served by the same
technical device. The left side of the constraint expresses when the transport process i € I is finished, whilst the
right side of the constraint expresses when the transport process j € I begins. The group of constraints (6) must
ensure for each transport process that its beginning falls into the given limits. The groups of constraints (7) and
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(8) define domains of definition for both types of the variables used in the model. The model consists of m? +
2m + n variables and m? + 2m structural constraints.

4 Optimization Experiments

The experiments were realized in the conditions of two transport routes with the same origin place — see Figure
1.

o
20

Figure 1 The routes used for the example

The experiments had two input parameters — the cycle time of serving the transport process on the transport
route and the headway between two consecutive transport processes on the same transport route. It was given
that 5 transport processes must be realized on each transport route. The initial value of the cycle time was equal
to 40 minutes and the cycle time was gradually increased by 20 minutes up to 120 minutes. That means we used
5 different values of the cycle time — 40, 60, 80, 100 and 120 minutes. The initial headway was set to 10 minutes
and the value was also gradually increased to 15, 20, 30, 40, 60 and 90 minutes. We assumed the same cycle
time and headway for both transport routes.

In our experiment we compared the results got by two different approaches. The first approach presumes that
the technical devices are permanently assigned to the transport routes. The minimal number of the devices is
calculated using formula (1). The second approach is based on solving model (2) — (8). The mathematical model
was solved using optimization software Xpress-IVE. The results we achieved by both approaches are presented
in Tables 1 —5.

In the left upper cell of each table the cycle time for both transport routes is shown. In the column below the
cycle time the headways L are listed. Because we assumed the same cycle times and headways for both transport
routes, the indexes of the transport routes are omitted. The calculated numbers of the technical means for the
individual transport routes are listed in 4 columns. The columns entitled N, and N, show the number of the tech-
nical devices we need to serve all the planned connections on the transport routes 1 and 2; the values were com-
puted using formula (1). One can notice that the corresponding values are equal in the columns; that is because
we assumed the same cycle times and headway for both transport routes. The values in the next column are the
sums of the values from the previous two columns. In the column ¥ ¢, xo; the numbers of the necessary tech-
nical devices obtained by solving model (2) — (8) are listed. The last two columns entitled z; and z, show the
time shifts of the technical devices’ departures on both transport routes. By shifting the departures it is possible
to minimize the number of the technical devices.

The number of the technical

_ . . . . o .
0 =40 min devices [] The time shift of the technical devices’ departure [min]
L(min) Ny N, ILTEDIY 7 z
jed jel
120 1 1 2 1 79 119
90 1 1 2 1 49 89
60 1 1 2 2 40 0
40 1 1 2 2 39 39
30 2 2 4 3 19 29
20 2 2 4 4 19 19
15 3 3 6 6 9 14
10 4 4 8 8 9 9
Table 1 Cycle time O = 40 minutes
0 = 60 min The number of the technical The time shift of the technical devices’ departure [min]

devices [-]
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L(min) N, N, JZJ: Nj JZ.: Xoj 2 Z
120 1T 1 2 1 59 119
90 11 2 2 60 0
60 11 2 2 59 59
40 2 2 4 ° 19 39
30 2 2 4 4 29 29
20 3 3 6 6 19 19
15 4 4 8 8 14 14
10 | 0 9

Table 2 Cycle time O = 60 minutes

The number of the technical The time shift of the technical devices’ departure [min]

devices [-]
L(min) N; N, ZJ: Nj Z’ Xoj 7 P
je je
120 1 1 2 2 80 0
90 1 1 2 2 80 0
60 2 2 4 3 39 59
40 2 2 4 4 39 39
30 3 3 6 6 19 29
20 4 4 8 8 19 19
15 6 6 0 14
10 8 8 0 9
Table 3 Cycle time O = 80 minutes
0 =100 min The numgg\rlig:?_e]techmcal The time shift of the technical devices’ departure [min]
L(min) Ny N, Z Ny D% 7 2,
jed jel
120 1 1 2 2 100 0
90 2 2 4 3 79 89
60 2 2 4 4 19 56
40 3 3 6 5 19 39
30 4 4 8 7 19 29
20 5 5 10 10 0 19
15 7 7 0 14
10 10 10 0 9
Table 4 Cycle time 0 = 100 minutes
0 =120 min The numgz\t;icél;:rr]technlcal The time shift of the technical devices’ departure [min]
L(min) N, N, ZJ: Nj Z, Xoj 2 Pa
je je

120 1 1 2 2 119 119
90 2 2 4 3 59 89
60 2 2 4 4 59 59
40 3 3 6 6 39 39
30 4 4 8 8 29 29
20 6 6 0 19
15 8 8 0 14
10 12 12 0 5

Table 5 Cycle time O = 120 minutes

We can see in Tables 1 — 5 that the results obtained by model (2) — (8) are the same or better than the results
got by using formula (1). Please note that we want to minimize the number of the necessary transport devices,
therefore lower value means the better result. In the rows of the tables that are highlighted yellow the results
achieved by the mathematical model are better than the results calculated using formula (1). We can also see that
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with the increasing value of the cycle time O and the decreasing value of the headway L we got the inadmissible
numbers of the technical devices when using formula (1). As written earlier in the text we assumed in the exper-
iments that we must serve 10 transport processes. That means the maximal admissible number of the technical
devices is equal to 10. However, in the rows that are highlighted red the results got by formula (1) correspond to
more devices than the admissible maximum of 10 devices.

5 Conclusions

The article is focused on scheduling of the technical devices used for the transport processes. The goal of the
schedule is to ensure the maximal utilization of the technical devices. We can fulfil the goal by minimization of
the technical devices used to serve the planned connections. To determine the minimal number of the technical
devices we can employ several approaches. In the paper we discussed and compared two of them. The first ap-
proach is based on the direct calculation of the number of the necessary technical devices for each transport route
separately — using formula (1). The total number of the technical devices we need to serve all the connections
operated on the transport routes we get as the sum of the numbers of the necessary technical devices for the indi-
vidual transport routes. The second approach is based on solving mathematical model (2) — (8). The main goal of
the article was to find experimentally the limits when the mathematical model does not yield better results. On

the basis of the results achieved by both approaches we can observe some trends. If the fraction % is not integer,
we can observe savings in the necessary technical devices when the mathematical model is used. For example,
the model gave better results for % = 1,33. On the other hand, if the fraction % is integer, no savings were con-
firmed. For the value of the fraction %for the particular route we can determine that the route can be left out of
the optimization experiment. The technical devices that are assigned to the route cannot be used on other routes.
We can formulate a hypothesis that if the fraction 2 converges upwards to a whole number, the chance the math-
ematical model yields savings in the necessary technical devices decreases. In our future research we would like
to examine the hypothesis more deeply.
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Visualization of Bayesian managerial task solution by means
of the tools of classical logic: classical versus adaptive
approach

Simona Hagkova!

The solutions of problems with conditional probability are based often on Bayes
formula. In it the values of occurrences of examined phenomena in the form of prior
and posterior probabilities are supplied. According to evolutionary biologists this
approach is less psychologically acceptable for untrained individuals in
mathematics, which results in many wrong solutions to problems of this type. This
paper proposes alternative calculation procedures that are based on an adaptive
approach. The classical probability formula and on it constructed model of Venn
diagram (normative approach) will be transformed firstly into a frequency format,
secondly into a probability decision tree (adaptive approach). Compared to the
normative solution the usage of the adaptive approach facilitates comprehension by
means of its visualization property and the possibility of checking the correctness of
the solution. This is demonstrated in a Bayesian task of a managerial type. The
adaptive procedure applied in it enables us to replace the original conditional
probabilities by simpler Laplace probabilities that are easily understandable to
managers without prejudice to the accuracy of the result.

Keywords: Bayesian inference, bounded rationality, probability decision tree, Venn
diagram.

JEL Classification: C51, D81
AMS Classification: 62C10, 91B70, 91E10

1 Introduction

,.Standard* neoclassical economics examines the circumstances and consequences of the rational behaviour and
decision making of individuals in terms of limited resources. The models are based on assumptions, which claim
that individuals behave ,,economically in the sense of rational behaviour when evaluating the potential gains
and losses resulting from the available options and that they are selfish and do not repeat their mistakes
systematically. It also assumes that market forces operate that pull markets into a state of equilibrium, if not
distorted e.g. by government regulations (Williamson, 1985).

In contrast, behavioural economists cannot see any obvious reason for the fact that an individual should be
likened to a ,,homo economicus* and why market forces should pull the economy into equilibrium. Their view is
supported by empirical facts regarding the observed behaviour of individuals in real economy confirming that
the assumption of the neoclassical economic theory concerning the ability of individuals to decide optimally is
unrealistic. In their view decision-makers” cognitive abilities are limited and described as ,,bounded rationality”
(Simon, 1985).

The issue of bounded rationality has become a subject of the research of many scientists in the field of
philosophy, economics and psychology. To the most important belong the research of Cohen (1992), Kahneman
& Tversky (1996), Stein (1996), Gigerenzer (1996), Binmore (1999) and others, whose view of the decision-
making process of individuals, or respectively their interpretation of empirical findings, has been the subject of
many scientific discussions. The best known include the disputation between Tversky & Kahneman and
Gigerenzer (Gigerenzer, 1996, Kahneman & Tversky, 1996) analysed in a number of scientific articles (e.g.
Vranas, 1999; Polonioli, 2012), in which the authors present their arguments in favour of the opinion of one or
other party. What is in principal going on? Generally there are two views on the rationality of individuals within
their decision-making (Polonioli, 2012): a ,,pessimistic* view, and an ,,optimistic* view.

The pessimistic view is dated from 1969, when Kahneman and Tversky conducted a survey based on issues
related to robust statistical estimates (Kahneman & Frederick, 2002). The results showed that most respondents
believed that the law of large numbers is also applicable to small numbers, which had a negative impact on their
final estimates. The misunderstanding of a small sample as the carrier of the entire population parameters on
such a large scale led Kahneman & Tversky to the idea of heuristics of representativeness, which started

1 V§E Praha/Fakulta managementu, JaroSovska 1117/1L, 377 01 Jindtichtiv Hradec, e-mail: haskovas@post.cz
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research in the area of heuristics and distortion of judgments. Its results showed that individuals are prone to
commit systematic errors in their judgments; the judgments based on the Bayesian inference being no exception.

The optimistic view is presented e.g. by G. Gigerenzer, who deems it unjustified to consider some forms of
distortion described by Kahneman & Tversky as “errors“ and “deception®. Gigerenzer says that the reason for
erroneous judgments may not be the ,,inability* of solvers to systematically not succumb to illusions, but to the
fact that (Gigerenzer, 1998): “If a human reasoning system enters an environment where statistical information
is formatted differently from that encountered in the environment in which humans evolved, the reason
algorithms may fail. But this does not imply that human minds are not built to reason the Bayesian way.” And as
he further says, the problem can be solved by the adaptation of mental algorithms to their environment.

In this article we follow and develop this Gigerenzer’s idea. The object of the paper is the issue of judgments
based on conditional probabilities described by Bayes formula. In this context, we first analyse the normative
approach presented by Kahneman & Tversky. We then interpret the abstract Bayesian formulas by means of the
instrument of classical logic “Venn diagram”, whose presentation performs one of the original contributions of
this paper. The procedures of Bayesian inference and Venn diagram are followed by the adaptive approaches
built on the adaptation of the Bayesian task towards the “evolutionary” capability of problem solvers. The first of
them is based on Gigerenzer’s frequency approach derived from the problem presentation by Venn diagram, the
second is based on the probabilistic decision tree. These diverse approaches are demonstrated in a managerial
task of a probabilistic type.

2 Methodology

There are basically two approaches to a rational solution of specific tasks: one of them proceeds from “above”
(the “normative” approach), the second from the “bottom” (the “case-based reasoning” approach). The process
from “above” starts with the model of more general tasks (general formula), which is adapted to the particular
problem by an appropriate choice of free parameters where necessary (Haskova & Zeman, 2014). The procedure
from the “bottom”, on the other hand, is built on the knowledge of the specifics of a particular task adequate to
the chosen perspective on the problem. Contrary to the approach based on the general model, this approach can
often find a more acceptable solution and / or a more efficient solution in terms of economy or user-friendliness.

The normative approach is presented in terms of Kahneman & Tversky idea of Bayesian inference (Griffin &
Tversky, 1992) and by a visual model of Venn diagram, the construction of which is based on the known
constructs described by formal logic by e.g. Shin (1994). The normative solution leans on the Venn diagram,
which is then transformed firstly into a sequence of figures (frequency form (Meder & Gigerenzer, 2014)),
secondly into a probabilistic decision tree in order to adapt the Bayesian task to economists and managers (the
“case-based reasoning” approach).

3 The theoretical view: The normative approach to Bayesian problems

The estimates of the probability of phenomena are a normal part of economic life. Economic theory often relies
on the so-called Bayesian statistics that view all uncertain phenomena as conditional probabilities. The Bayesian
statistical analysis starts by assigning priori (initial) probabilities to the occurrences of the examined phenomena.
Priori probabilities reflect what we think about these phenomena on the basis of our indigenous knowledge or
subjective ideas, without knowing anything specific (e.g. Fleiss et al., 2003; Smith & Gelfand, 1992).

Let’s have some phenomenon (or respectively hypothesis) A with priori probability (or respectively verity)
P(A) > 0. Then the subsequent awareness of the occurrence of some other phenomenon (or respectively
information) B with the priori probability P(B) > 0, changes priori probability P(A) to posterior (i.e. based on
sensory experience) probability P(A|B), which we call the conditional probability of event A if the event B
occurred. In the same vein the P(B|A) is the conditional probability of event B if phenomenon A occurred. If AAB
means the simultaneous occurrence of events A and B, then this applies

P(AAB) = P(B)P(A|B) = P(A)P(B|A) 1)

From (1) it can be calculated (1) P(A|B) by means of P(AAB) and P(B), (1) P(AAB) by means of P(B) and
P(A|B) and (I11) P(A|B) by means of P(B|A), P(A) and P(B) — Bayesian formula in the form

P(AIB) = P(BIA)P(A)/P(B) (2

If the events A and B are independent then P(A|B) = P(A) and P(B|A) = P(B) — the conditional (posterior)
and unconditional (priori) probabilities are equal. If event A is a partial case of event B, P(AAB) = P(A), and
P(A|B) = P(A)/P(B). If, however, A and B are mutually exclusive events, for which P(AAB) = 0, then also P(A|B)
=P(BJA) = 0.
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Not to be overlooked, that the conditional probability represents the core of serious and often very heated
debate between the so-called Bayesian statisticians, who are its proponents, and conventional (frequency)
statisticians operating with classical instruments (to which, among other things p-values, permissible errors and
significance levels belong), who are the opponents. Bayesian statisticians challenge the “frequencionists” due to
“distortions” of their “logically inconsistent” ideas and frequency statisticians counterbalance with the fact that
Bayesian inference requires determination of the priori probability expressing one’s faith before the experiment
begins, while it is not clear at all how to actually choose these probabilities. More details of what Bayesian
statistics are criticized for can be found in (Camerer & Loewenstein, 2004) and in (Saks & Uggerslev, 2010).

Among other things it firstly regards the claim that Bayesian updating requires separation of priori
probabilistic inference from evaluation of new information, despite the fact that many of the cognitive
procedures use priori information to interpret what is newly observed and thus violating a condition of
separation; secondly, the claim that Bayesian updating does not predict the effects of the order of arrival of
information that is common in memory because of the strength of new information (novelty effect) and due to
the tendency to “test” the older information (primacy effect) — however, the way information is sorted shapes the
resulting probabilistic judgment.

4 Visualization of the Bayesian formula by the Venn diagram: the

normative approach
Inadequate consideration of the basic ratios in Bayesian tasks, according to Kahneman, reflects in the distorted
judgments of problem-solvers, the consequence of which is a high rate of poor results. The Venn diagram, whose
substantial benefit is the possibility of visual control when considering basic ratios, may help to reduce this
deficiency. We explain this by means of a general approach to solving the problem in the field of management
production.

4.1 The probabilistic managerial problem: Assignment

In the area of the management production, the manager needs to know the probabilities of possible causes of
incurred deviations on the basis of which appropriate corrections can be made. The method of the continuous
correction of deviations from the prescribed plan is being used. This closely relates to the following generally
formulated task.

The event ¢ occurred due to one of its possible causes. At the same time we know that:

o the imperfectly reliable indicia | is available (a sign or other relevant information), according to which
A is the cause of event %,

e the degree of indicia I reliability is a basic causal relationship KP (the probability of the occurrence of
indicia | conditioned by the occurrence of cause A),

e basic statistical ratio SP is known, which is the priori share of cause A on the occurrence of event .

We ask: What is the probability that the cause of event £ is indeed the cause at which indicia I points?

4.2 Solution: Bayesian” rule application by means of the Venn diagram

In the case of the absence of the indicia we would consider SP as the probability of the cause A. On the other
hand, SP = 0.5 has no informational value (the chance that A is either the cause or not, is equal and therefore
cannot be qualifiedly decided only according to SP). Then conversely we would rely solely on the reliability of
indicia (if it was available) and as the probability we would take KP. Both types of information can be connected
with the Bayes rule as follows:

e P(A)=SP, or P(—4) =1 - SP the priori probability that A is, or is not the cause of the event %,
e P(I) # 0 priori probability of the occurrence of indicia | within the occurrences of event

e P(I|JA) = KP, or P(l|—=4) posterior probability of the occurrence of indicia | conditioned by the
occurrence of cause A, or by the occurrence of some cause other than A; P(I|—4) is called a positive
error of indicia | (I points at A, although A is not the cause of ¢); generally P(I|-4) = I — KP", where
KP" is a degree of the reliability of indicia —/ that claims the opposite (A is not the cause of ),

o P(A]I) posterior probability of the occurrence of cause A conditioned by the occurrence of indicia I.
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We ask about P(A|l); from the relationship P(AAI) = P(A) - P(1]A) = P(I) - P(A]l) (where P(AAI) denotes the
probability of the simultaneous occurrence of the cause A and indicia | within occurrences of event ¢4) then we
get the Bayes formula P(A[l) = P(1]4) - P(4) / P(I). In it we only do not know the value of P(l). To find it out the
following Venn diagram shown in Fig. 1 will help us:

—~FN-F

* U

Figure 1 Venn diagram to the solution of the probabilistic managerial problem

In it, points inside the rectangle (the set ¢ — universe of our consideration) represent occurrences of the
referred event 7. The universe, by two ellipses drawn in it, is decomposed into the four designated mutually
disjoint classes ##N—d, s#NJ, ~7#NJ and —s#N—J. Left ellipse (set 5#) contains elements ¢, whose cause is A
(outside the ellipse, i.e. in the set — are those elements of the universe ¢4 whose cause is not A). Right ellipse
(set ) comprises elements of 7 where indicia | is available (outside the ellipse, that is in the set —4 are the
elements of the universe ¢4 where | is not available). Symbols N and — occurring in the designation of
decomposition classes are the operators of intersection of the respective sets and complement to the universe set.
In the next the mentioned symbols will be supplemented by operator U for unification of sets.

From Fig. 1 it is obvious that 4 = (s#NJ)U(~s2NJ) and therefore also P(I) = P(AAl) + P(—AAl). By
expressing the right side of the last expression by conditional probabilities, we get P(I) = P(A) - P(I/4) + P(—4) -
P(l]—4). Substituting the right side of the expression for P(l) to the Bayes formula P(A|l) = P(I|A) - P(A) / P(I)
we get:

P(AIl) =P(I|A) - P(A) / (P(A) - P(I|4) + P(=4) - P(I|~4)) 3)
and therefore it also applies
P(A[)=SP - KP/ (SP - KP + (1 —SP) - (1—KP") o)

With help of Fig. 1 we can justify the validity of the assertion P(I/~4) = I — KP". From it is also apparent
that (NS )U(—#N~Y) = ~7, therefore P(—A4) - P(I|~4) + P(—A) - P(—I|~A4) = P(—A). Dividing both sides of
the last equality by the expression P(—4) we get P(1|=4) + P(—1|—4) = 1, from which it directly follows that
P(I|=4) = 1 — P(~1|=4) =  —KP".

This general solution to the task has many specific applications in various fields (e.g. Mlodinow, 2009; Volf,
2014). The benefit of the Venn diagram is that it enables better understanding of the task, its control of correct
solution and interpretation of the results.

5 Adaptive approaches to Bayesian-type problem solving

The Bayesian approach advocated e.g. by E. T. Jaynes in (2003) is, in terms of his theory, the extension of the
classical Aristotelian logic to the case of statements of truth values that lie in the range between absolute truth
and absolute untruth, which ranks it as fuzzy logic. His idea of the Bayesian approach is based on logical
deduction. However, for the untrained individual in logic and mathematics this is less psychologically
acceptable. This thesis is supported by evolutionary geneticists, who explain why it is so from their point of view
(Ridley, 2003). This is because evolution equipped us with gathering and counting information obtained on the
basis of case by case involving observation in the form of frequencies or gained from the analyses of scenarios
assembled into a probabilistic decision tree rather than with formal statistical skills and deductive reasoning
(Gigerenzer, 1998; Gigerenzer, 1996; Gigerenzer & Gaissmaier 2011).

5.1 The frequency approach to the Bayesian task

The adaptation of the Venn diagram into accessible vision to those who are not familiar with conditional
probabilities is derived from Fig. 1 characterized by sets 2N, #NJ, ~#N S and —~s#N—g" with the number of
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elements |#N—d|, |#N], [~7#NJ] and [~s#N~J] (by the frequencies due to |¢). This can be utilized for
determination of the proper interpretation of the managerial task result obtained in the section 4.2.

Suppose that there is evidence | about which we know that its presence or absence tells us with 80 %
reliability whether phenomenon A is or is not the cause of the considered event. Furthermore, we know that
event A is the cause in 40 % of cases. According to task assignment in the section 4.1 we should estimate the
probability P(A|l) that the phenomenon A is really the cause of the given event.

For the universe of 100 events a corresponding frequency schema in the form of the Venn diagram in Fig. 2
has the following form:

—FHN-F 32

Figure 2 Frequency version of Venn diagram
From there it follows that the probability P(A|l) = 32 /60 = 0.53.

5.2 The analysis of scenarios assembled into a probabilistic decision tree

The structure of the decision tree, whose purpose is (as in the case of the Venn diagram) to decompose the
original set of objects into classes with different vectors of attribute values (e.g. the cause, the accuracy of
indicia), corresponds in principle to the construction of the task in terms of different scenarios as shown in Fig.

Cause Indicia points at the cause
Pila) Correctly
1-p{ijA) Incorrectly
oAl = 1- Pl 1-P(I]-A) Correctly
P(Il-A) Incorrectly
Statistical Causal
ratios ratios

Figure 3 The probabilistic decision tree of adaptive approach

The leaves of the tree in Fig. 3 show all possibilities (correct and incorrect) of indicia references; each branch
leading from the root to a leaf is some of the possible scenario. The probability of occurrence of each of them is
given by the product of the edge evaluations of the branch. The leaves are mutually incompatible; their
probabilities of occurrence can be, therefore, added. The answer to the question “What is the probability that the
cause of the event is indeed the cause at which indicia | points?” is given as the ratio of probability of the correct
reference of relevant indicia to the given cause to the probability of all references to it. Thus:

P(AID =p(A) - p(ll4) / (p(4) - pAIA) + (1 - p(A)) - P(I|=4)) (5)
and also
P(=A) = p(=4) - (1 = p(l[=4)) / (p(=4) - (1 - p(I]=4)) + (1 - p(=4)) - (1 - p(I|A)) (6)

In this approach we avoid the pitfalls associated with complex reasoning about the priori and posterior
probabilities of Bayesian formula and reach the solution in a more feasible way.

223



Mathematical Methods in Economics 2015

6 Discussion and conclusion

The conditional probability problems are the subject of many scientific analyses. The majority notice the
descriptive side of things, which they interpret; the minority put forward proposals, which should lead to a
reduction of errors that often occur in the solutions of these tasks. From the perspective of a normative approach
to Bayesian task solving, the poor results of solvers are due to their inclination to various forms of distortion of
judgment and the lack of effective comprehension of the Bayesian procedures. To avoid this requires an initial
total understanding of a given problem. We propose the strategy for presenting the task in a more
comprehensible way for economists and managers by means of two adaptive ways to the solution — by means of
the Venn diagram and by the probability decision tree. The former corresponds to the task solution in the
frequency format; the latter calculates the result from adequate scenarios. These tools facilitate the cognitive
processes of understanding the Bayesian tasks to economists and managers and allow the feed-back control of
the solution reached.
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Gender Wage Differencesin V4 Countries: An Analysis Using
Intra-Household Specialization
Veronika Hedijd

Abstract. The study is devoted to wage differences betweam amd women in V4
countries. It aims to estimate the gender pay degned at least partially by effect
of intra household specialization on wage. Takisguaption that the child- and
family-care take the partner who earns less, wienagt the unexplained gender pay
gap using subsample of employees earning morettignpartners using EU-SILC
data. We use the average treatment effect on ¢lagéett estimation to calculate the
unexplained part of gender pay gap and matchingeghare to get more homoge-
nous sample of employees in each of V4 countries.

We concluded that the estimated unexplained waffereices are similar in V4
countries. The average treatment effect on theetleamounts approximately -0.12.
Women earning more than their partners reach 1@petower wage in comparison
with men in V4 countries.

Keywords: average treatment effect on the treated, gendegaa, intra-household
specialization, labor market, matching.

JEL Classification: J24, J31, J71, M5
AM S Classification: 91G70

1 Introduction

Large number of studies are focused on the infleesfcthe components of intellectual capital on fiperfor-
mance (for instance Youndt and Snell [13]; Zizlavskd Senichev [14] or Fiala and Bukova [4]). According
to Mertins and Will [7], human capital is the masiportant component of intellectual capital. Pecghel their
creative abilities in using other sources — matenl financial — are the decisive factor of eacmpany’s de-
velopment, both in the entrepreneurial sector anithé area of public sector. For that reason compashould
pay attention to issues connected with raisingitication, teambuilding with the emphasis on thexibility of
workers and their high work enthusiasm and loytdtyhe employer. (NMrtlova and Dostélové [8]) In this con-
text many questions arise. Is this true even fomew? What is the position of women in contemposargiety
with regard to their employment and the level aheays? And are there important differences betwedivid-
ual countries?

The existence of wage gap between men and womenvil-known fact. Empirical studies show that part
of the existing gender wage differences can béatad to differences in the characteristics of raad women,
especially differences in average company relakedacteristics such as occupation and sector @lgatet al.
[10]). However, these factors provide an explameatd only a part of the gender pay gap, the restsstinex-
plained.

One of the reasons of women’s lower wage can bentiteerhood and the traditional role of women in-ca
ing for household and family. A number of empirisaddies conclude that working mothers earn less tom-
en with no children. There are more theoreticauiergnts for existence of family gap: different aft&b and
preferences of women with children, limited mokilitower accumulated human capital and discrimorati
against mothers. (Felfe [3]) Caring for the fanmalyd children may not only be the cause of a lowagenfor
women, it may also influence the earnings of mere $tudies show that the family penalty for womanges
from 10 to 15 percent. On the other hand, marrig® a family increase the wage of men by 10-15querc
(Waldfogel [11])

To cleanse the gender pay gap at least partifiilyeoeffect of intra-household specialization enductivi-
ty, Hedija [5] estimate the gender pay gap usinlgsample of employees earning more than their gertas-
suming that the larger part of care for the houkkhad children is taken up by the partner earmhirsg. Using
the European Union Statistics on Income and Li@ognditions (EU-SILC) data for 19 member countriéthe

1 Vysoka Skola polytechnicka Jihlava, katedra ekao&ych studii, Tolstého 16, 586 01 Jihlava, veroni-
ka.hedija@vspj.cz
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European Union, she concludes that the unexplgiaedof gender pay gap amounts approximately 106emeér
working to the disadvantage of women. We follovs thpproach.

The aim of this study is to estimate the gendergsgyin V4 countries cleansed at least partiallshefeffect
of intra-household specialization on productivifyo achieve this, we use a subsample of employeesnga
more than their partners assuming that the largerqf care for the household and children is talerby the
partner earning less.

The V4 countries are a culturally, historically agelographically very closed. One might thereforpeex
that wage differentials are similar in these coestrNevertheless, the empirical studies showttiataw gen-
der pay gap and its unexplained part varies sicanifly among V4 countries (for example Christofidesl. [2];
Plantenga et al. [10]; Mysikova [9]). Unlike thesteidies, we estimate the gender wage differenceg tise
subsample of employees earning more than partndrs@mpare the results with conclusions of theseies.

2 Methods and data

We use data from EU-SILC which contains multidimienal micro-data on income, poverty, social exauasi
and living conditions. We use cross-sectional date2010, which can be found in EU-SILC 2011 anders
data from 30 European countries. Our study is base@U-SILC data for 4 member states of the Eurnopea
Union: Czech Republic, Hungary, Poland and Slovakia

Unfortunately, EU-SILC data does not contain infatimn on hourly gross wages. It was therefore rszggs
to narrow down the sample to be able calculatehthely gross wage using the available data. Weomad
down the reference population sample to persons wkee employees during the reference period, wbede
twelve months in a full-time job, had no other jatral earned an income. We excluded the self-emp)@sewe
are interested in wages and the potential diffeegatuation of male and female employees by thel@yep

We use data based on the selected personal ancangnsparacteristics of the employee: educationl leve
(highest attained education level according to IB&KH), sickness (temporary inability to work duestokness
during the income reference year), partnershipifigaa partner living in the same household), depandhil-
dren (having at least one economic inactive childes 24 years), occupation (according to the diaasibn
ISCO-88), sector (economic activity using the dfsstion NACE Rev.2), company size (number of pais
working at the local unit), contract (having a wadntract of limited duration), managerial positigraving a
formal responsibility supervising a group of otleenployees), age, gross hourly wage and gross hauate of
the partner. The gross hourly wage is calculateth@®mployee’s cash and non-cash incomes perdya@ded
by the number of hours usually worked per yearisiag overtime).

To illustrate the gender wage differences in thedint group of population, we work with three gdes of
employees: full sample of employees (with and withpartner), employees having partner (living ie gome
household) and employees earning more than theingra Figure 1 shows the raw gender pay gap ircd4h-
tries calculated as the difference in logarithnaedérage female and male gross hourly wage.

Full sample Having partner Earning more than partner
0.000 -+

-0.050 -

-0.100 -

-0.150

-0.200

-0.250

-0.300

0.350 W Czech Republic  OHungary @Poland OSlovakia

Figure 1 Raw gender pay gap

We can see that the wage difference between mewamen earning more than their partner was smafler
compared with group of employees with partner invVdl countries. This decline could be at leastIgattribut-
ed to intra-household division of labor. Howevepwb data is very raw and rather indicative. Thelideof
wage disparity or its part could be also due taebetverage characteristics of women as compardgdmen in
this sample. To adjust the raw gender pay gapifterdnces that can be explained by variation irspeal and
firm characteristics of men and women, we will wevith unexplained gender pay gap.
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There are several methods to estimate the unerplgart of gender pay gap. The most common includes
Oaxaca-Blinder decomposition or an estimate of wagetion using linear regression model. Like Hadb],
we use here an estimate of the average treatnfeot efi the treated which is another alternativestimate the
unexplained part of the gender pay gafhé average treatment effect on the treated isrtban effect for those
who actually participated in the programmétVooldridge [12], p. 605) In our case, the ATT lviié the mean
effect for women in the form of a lower wage resglitfrom being a woman.

We use this formula for the calculation of the ager treatment effect on the treated
ATT = E(yi(1) — y;(O)IT; = D). (€]

Where T is the binary treatment indicator, T = hates treatment and T = 0 otherwise, y(1) is themtal
outcome with treatment and y(0) is the potentidtome without treatment. In our case, to be treatedns to
be a woman. We can rewrite the ATT as

ATT = EQi(DIT; = 1) = E(v:(O)IT; = 1. 2

Where ATT represents the gender pay gap, whichatdseexplained by the different characteristiceneh
and women. The terrfi(y;(1)|T; = 1) is the sample average of the logarithm of the gmage of women and
the termE (y;(0)|T; = 1) is the sample average of the logarithm of the gmeage of women, should they be
men. From our sample we know the first term onritiet-side of equation 2, which is the sample ageraf the
logarithm of the gross hourly wage of women. Theose term, the average of the logarithm of a womgnoss
hourly wage if she were a man, needs to be somelstimated. There are more ways to estimate thismmeoe
details see Wooldridge [12] and Ho et al. [6]. Vé&reate this using the regression model.

First, we estimate the coefficients of the wagecfiom of men
GilTi =0) = fo. Xi + i, i=1, .., (3)

Where,y; is the logarithm of the male gross hourly wagg,is the vector of the coefficients of the wage
function, X is the vector of the chosen observed characesisfimen and is a disturbance term. As explanato-
ry variables we use age, age squared, educatieh Bekness, dependent children, occupation, semonpany
size, contract and managerial positfoie estimate the coefficients of wage function g€BLS estimator ro-
bust to disturbance being heteroskedastic.

We then use the estimated coefficients of the mvalge function to calculate the average of the ittyarof
the gross hourly wage of women, should they be men

EiOIT;=1) = EBo-X), =1, ...n 4)

WhereE (B,. X;) is the mean of the predicted wages (the logariththe gross hourly wage) of every wom-
an in the sample.

Finally, we estimate the average treatment effacthe treated as the difference between the average
logarithm of the gross hourly wage of women andaherage of the predicted values of the wages leadézli
from the male wage function

ATT = EQi(DIT; = 1) = E(Bo - XIT; = 1). (5)

The estimated ATT refers to the amount of the gemdrge gap that cannot be explained by differemtes
observed characteristics of men and women. In ase cdifferences in age, education level, sicknesgng
dependent children, occupation, sector, compare; $jpe of contract and managerial position. The waich
stays unexplained could not only the wage discrtiim against women but also the penalty for residity
for the household and child-care women. We asstuaietie partner who earns less takes on a largpomnsi-
bility for the household and child-care. We estientite ATT using the subsample of individuals, whmemore
than their partners. This enables us to detectiiesplained part of the gender pay gap, which least partial-
ly adjusted for the care for the household anddeiil. To be able to make a comparison, we alsmatdithe
ATT for the entire sample of men and women.

2We use age as indicator of work experience. Tie tthat indicates the number of years spent in waitk are
not available for Hungary.

% In the case of subsample after matching proce(LiEd sample), we use WLS estimator with weightsrfro
coarsen exact matching procedure and robust torbatce being heteroskedastic (more Blackwell.diyl
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To compare the gender wage differences among Vatages, we estimate the ATT for each V4 country. To
minimalize potential bias from too different sangptef employees in individual countries, we use imatg as a
preprocessing procedure to get more homogenouslesashgmployees for each country. We use coarsened
exact matching (CEM), which performs exact matctongcoarsened data. It coarsens variables intgpgrand
goes on to exclude untreated units, whose coarsgradcteristics do not match with any treatedsuaitd vice
versa. Finally, it returns uncoarsened data frorseolations that were matched. (Blackwell et al) [The
matching procedure, in our case coarsened exachingt enables us to create subsamples of empldgees
every country, these being as homogeneous as fossib

3 Empirical results

We use equation 5 and estimate the average treasfieat on the treated gradually for all V4 coiggr(Czech
Republic, Hungary, Poland and Slovakia). The resaitd the number of men and women in the sample are
shown in the table 2. The aim is to calculate tfer Aor the subsample of employees which earns rttwae

their partners. However for the purpose of comparise also estimate this for the full sample of Eppes and

for the subsample of men and women having partners.

The results show that the ATT which reflects thexplained part of the gender pay gap differs sigaiftly
among V4 countries. Using full sample of employéks,unexplained gender pay gap ranges from -Grifée
Czech Republic to -0.126 in Hungary.

The legitimate reason for a lower female wage caattributed to the intra-household specializatioply-
ing the dominant role of women in caring for thaiehold and family and men in financially providifog the
family. To minimize this effect we calculate the ATor the subsample of men and women earning ntae t
their partners expecting that the household andlfarare lies on a partner who earns less. Usiimgghbsam-
ple, the differences in unexplained pay gap deereiBe ATT ranges from -0.101 in the Czech Repuiolie
0.153 in Hungary. The ATT declines significantlytie Czech Republic and Slovakia comparing to sarapl
full employees. On the other hand it increasesund#ry and Poland. The reason for the growth okpiaéned
gender pay gap may be difference in compositiosasfiples for individual countries and the fact tvage
differences between men and women without partmersignificantly lower. For this reason, we alstireated
ATT taking the subsample of men and women who leapartner, where the intra-household division bbla
plays a role. When we compare the unexplained gepele gap estimated for subsample of employeesbavi
partners and subsample of employees earning maretitieir partners, we can conclude that the ATiGvier in
the second case in all V4 countries except Hunddeye the ATT amounts -0.153 and estimated waderdif
ence is paradoxically the highest of the V4 coestri

Full sample Having partner Earning more Earning more
than their partner than partner

(CEM sample)
Czech Republic -0.196*** -0.234%** -0.101%** -0.123%**
(0.013) (0.015) (0.023) (0.045)
Men 3492 2434 1306 833
Women 2825 1942 407 174
Hungary -0.126%* -0.132%** -0.153*** -0.117
(0.013) (0.015) (0.024) (0.073)
Men 3604 2604 1301 740
Women 3732 2447 643 228
Poland -0.134%* -0.163*** -0.137%* -0.128**
(0.014) (0.016) (0.024) (0.060)
Men 3957 3056 1252 744
Women 3456 2528 848 238
Slovakia -0.165%** -0.185%** -0.115%** -0.105**
(0.013) (0.016) (0.026) (0.047)
Men 2616 1791 1017 649
Women 2607 1707 388 169

Table 2 Average treatment effect on the treated

***gignificant at the 1 per cent level, **significd at the 5 per cent level, *significant at thepEd cent level,
robust standard errors in brackets.
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We conclude that the women earning more than theitmer obtain approximately 10 percent lower wage
compared to they were the men in the Czech Reputli& percent in the Slovakia, 13.7 percent irmRdbland
15.3 percent in Hungary. Though, estimated ATTimstéd comparable between individual countries. Téwe-
son is the fact that results might be biased inesertent due to the differences in final subsamiplesach of V4
country. To get more comparable sample of emplojeesch country, we use coarsen exact matchimgeas
processing procedure and apply it to subsamplergfi@/ees earning more than their partner. We mégteh
countries using only key personal and company eesecharacteristics: age, education, occupatioigitlénd
sector The sample after matching procedure is referreast6EM sample. After matching we get narrowed but
more homogenous sample of employees in individoahtries. Then we estimate the ATT in each of Vdnzo
tries. The results are shown in fifth column of Fable 2. The differences in ATT have diminishedbam V4
countries and the unexplained gender pay gap amauotnd 12 percent to the disadvantage of womeese
findings are very similar to Hedija [5]. She idéiets the unexplained gender pay gap amounting appetely
10 percent using the sample of employees earning mhan their partner and data of 19 the Europeaiorl
member countries.

4 Conclusion

The existence of wage disparity between men andemois well known fact. Part of these differences ba
explained by difference in personal and firm chsedstics of men and women, the rest stays unexgiaiOne
of the reasons for lower female wage could be ihtrasehold division of labour and dominant rolevoimen in
child- and family-care. The aim of this study isestimate the gender pay gap in V4 countries ctzhas least
partially of the effect of intra-household spedation on productivity. To achieve this, we useuhsample of
employees earning more than their partners assuthatghe larger part of care for the household critdiren
is taken up by the partner earning less.

After adjusting the raw gender pay gap for diffe®snin observed characteristics of men and womercan
conclude that the unexplained gender pay gap vaigdividual V4 countries. The women earning mdrant
their partner obtain approximately 10 percent lowage compared to men in the Czech Republic, 14r&ept
in the Slovakia, 13.7 percent in Poland and 15r8qye in Hungary. The wage disparity is lower bynparison
with sample of employees having partners in allcddntries except Hungary.

However comparison of gender wage differences anmudigidual V4 countries could be limited due td-di
ferent composition of samples in individual couedriWe find out that the differences in unexplaigedder pay
gap among V4 countries are reduced using more cablgasample of employees. The ATT amounts approxi-
mately -0.12. Women earning more than their pastneach 12 percent lower wage in comparison with me
V4 countries.

Under assumption, that the dominant role in farrélyel child-care is taken up by the partner earnénigsv-
er wage, then this difference could neither be @&rpld by differences in the observed personal amipeny
characteristics nor by the dominant role of womeware for the household and children and couldadigt be
attributed to wage discrimination against womendiiée[5]).
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Analysis of Business Accounts in the Czech Republic
Martina Hedvicakova', Alena Pozdilkova?

Abstract. Due to low interest rates and growing competition from smaller "low-
cost" banks, banks are constantly looking for opportunities to increase their revenues
and maintain or gain new clients. The highest bank fees for bank accounts are gener-
ated by business accounts. For this reason, Banks are looking for new clients via
packages and tailor-made services. The target group also includes entrepreneurs, i.e.
legal entities as well as individuals. The aim of the paper is a comparison of the sev-
en business accounts offered intended for entrepreneurs and small businesses with
no restriction on the type of the client and the company's turnover. The comparison
of various business accounts is performed by the height of the bank fees, benefits of-
fered, availability of ATM’s and quality of smartbanking using multi-criteria evalua-
tion of the alternatives.

Multi-criteria analysis uses two types of profiles, small and medium entrepreneurs.
Given the uncertain boundary between defined types the decision under uncertainty
and fuzzy set theory will be used, which allows any client to adapt the results to their
own needs.

Keywords: business account, cost, multi-criteria analysis, fuzzy set, uncertainty

JEL Classification: G21 C58, C610
AMS Classification: 91B06, 62C86

1 Introduction

Similarly to personal accounts, there is also high competition in the banking market regarding business accounts.
With the entry of new, mostly "low-cost" banks to the market, it is possible to obtain business accounts free of
charge (e.g. F10 bank, mBank, Equa bank). It depends on the client whether they choose a basic account, which
is free of charge or pay a monthly fee and have all the operations within the package for free. They can also
receive various benefits free of charge.

Management of a business account as well as ordinary bank account can be free under certain conditions. For
example, Komeréni banka offers management of a business account as well as a personal account for free (in-
stead of 169 CZK/month) when at least two of the following activities are met: a regular payment must come to
the account, an entrepreneur has at least 100,000 crowns saved in the KB group, has a term or saving account in
the bank, uses a credit card, has a loan with the bank.

Banks target their offer at the most business entities operating on the Czech market. They are offering favourable
accounts for people who do business under a special law and have no trade licence, such as physicians, lawyers
and freelancers.

2 Advantages and disadvantages of business accounts

Self-employed individuals do not have to mandatory set up a special business account in a bank, but in many
ways it might be preferable for them. The biggest advantage is the strict separation of personal finance from
corporate finance, which helps the most during checks from the tax office. It also eliminates the administration
with documentation of individual items, where the money came from, or on what purpose it was used.

The second advantage is easier access to a bank loan. Some banks (e.g. Ceska spofitelna and GE Money Bank)
offer an overdraft or authorised overdraft upon the initial set-up of a business account.

Another advantage is linking a business account directly with accounting software. Companies can also save on
taxes because the cost of business accounts is tax deductible.

Some banks (such as Citibank, Raiffeisenbank) offer free extra assistance and legal services along with a busi-
ness account.

! University of Hradec Kralove, Faculty of Informatics and Management, Department of Economy, Rokitankeho
62, 500 03 Hradec Kralove 3, Czech Republic, e-mail: martina.hedvicakova@uhk.cz

2 University of Pardubice, Faculty of Electrotechnics and Informatics, Department of Mathematics and Physics,
Studentska 95, 532 10 Pardubice 2, Czech Republic, e-mail: alena.pozdilkova@upce.cz

231



Mathematical Methods in Economics 2015

Another additional service is, for example, better interest-bearing savings account (e.g. Equa bank, LBBW Bank,
Raiffeisenbank and Sherbank).

When opening a business account some banks offer personal account management free of charge or on more
favourable terms. Other benefits, which can be obtained similarly to personal accounts include: the same bank
account number (just a different bank code) when changing bank, or the possibility to choose your own account
number, selection of a picture on credit cards, etc.

The main disadvantages are the particularly high costs for management of a business account or a poorly chosen
services and products package. If an entrepreneur doesn’t know the number of their monthly transactions, what
additional services they will use, how many operations will be in foreign currencies, etc., their business account
management can be more expensive.

3 Obijective and methodology

This paper deals with the analysis of accounts for entrepreneurs and small businesses, without limitation of client
type and the amount of annual turnover. These business accounts are provided in the Czech Republic by 12 ma-
jor banks, which will be discussed in the following analysis, and other less well-known institutions, while the
majority of these banks provide multiple products. Most banks have their products differentiated either by the
fact for whom they are intended (individuals/legal person, field, annual turnover), or according to the monthly
fee, with which additional advantages and benefits are associated.

The aim of this paper is to confirm the scientific issue:
Which business account is the best with respect to the defined criteria?

The banks providing business accounts in Czech currency in the Czech Republic include Citibank, Ceska
spofitelna, CSOB, Equa bank, ERA Postovni spofitelna, Expobank, Fio banka, GE Money Bank, Komer¢ni
banka, mBank, Raiffeisenbank, Sberbank, UniCreditBank. [1] Business accounts are also provided by less-
known banking institutions such as: Expobank, Waldviertler Sparkasse Bank, Citfin, Artesa - savings associa-
tion, Moravsky penézni ustav, Zalozna CREDITAS, Spofitelni druzstvo. [2], [22], [23]

For further comparison an account will be chosen from each bank account, which minimises the monthly fees
(i.e. the fee for account management with regard to benefits provided), which for many banks for this type of
account are not negligible. At the same time an account was selected, which is not limited to start-up entrepre-
neurs and have no other restrictions. For large businesses with a high turnover and many monthly transactions
the decision-making would have been different, about half of these banks offer accounts allowing a high premi-
um service for a high fee.

Given the extent of the processed analysis, we will focus on seven business accounts, selected according to the
above requirements, i.e. business accounts from Ceska spofitelna [7], CSOB [8], Fio banka [5], GE Money bank
[9], Komer¢ni banka [4], mBank [6] and Raiffeisenbank.

Criteria for multi-criteria evaluation of the alternatives will be the fees and bonuses offered.

Another important consideration when choosing an account may be the availability of ATMs, assuming that the
account does not offer withdrawals from any ATM without fees as the benefit (Raiffeisenbank offers this bene-
fit). The best coverage of ATM network belongs to Ceské spofitelna, Komeréni banka, CSOB and GE Money
bank, all offering over 700 ATMs across the Czech Republic (plus mBank, which charges withdrawal of any
ATM at the same rate). [3]

Nowadays, a new very important criterion is the level of Smartbanking. Many people today make a decision on
their own account on the basis of whether they will be able to use smartbanking services on their smartphone and
conveniently operate their account from anywhere.

We determine the overall evaluation of alternatives using the utility function as follows:

m

u(x) = Z v u;(x) €Y

j=1

wherein v; is standardised criteria importance and u;(x) are the evaluations of each alternatives. [13], [14], [15]

4 Comparison of business accounts

The following table 1 compares business accounts according to the amount of the monthly fees for account man-
agement plus it shows the most important benefits which are free of charge within a monthly fee.
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Bank offering a business | Type of business account | Monthly Free benefits
account fees for
account
management
in CZK
Ceska spotitelna CS business account 149 10 payment transactions per month,
debit card, overdraft
CSOB Business account 165 None, benefits are only for more
expensive products
Fio banka Fio business account 0 Electronic transactions (incoming
and outgoing payments), 10 ATM
withdrawals from own bank, with-
drawals over 1,000 CZK and depos-
its at the branch
GE Money Bank Genius business complete | 149 Electronic transactions, deposits and
withdrawals, card management,
unlimited withdrawal from ATM of
own bank
Komer¢ni banka Profi account 169 10 payment transactions per month
mBank mKonto business 0 Electronic transactions, 3 withdraw-
als from any ATM, overdraft up to
300,000 CZK
Raiffeisenbank Business eKonto 199 Electronic transactions, unlimited
Trade withdrawal from any ATM, over-
draft, insurance, savings account

Table 1 Comparison of accounts by charges and benefits, custom processing

The availability of ATMs is compared in the following table 2, which reflects the degree of availability using
linguistically-defined variables. It is divided into the range of easily available, moderately available, rarely avail-
able. The value of withdrawals for free of charge (business account of the bank offering free ATM withdrawals
in any bank, i.e. it is not necessary to solve the availability of specific bank ATM) is superior to the previous

mentioned values.

Bank ATM availability
Ceska spofitelna Easily available
CSOB Easily available

Fio banka Moderately available
GE Money Easily available
Komeréni banka Easily available
mBank Easily available

Raiffeisenbank

Free withdrawals

Table 2 Comparison of accounts according to the availability of ATMs, custom processing

Using linguistically-defined variables the following table 3 shows whether a bank offers smartbanking and
whether it is at average or excellent level (excellent level means the support of smartbanking on all three plat-

forms - Android, iOS, Windows phone).

Bank Smartbanking level
Ceska spofitelna Average

CSOB Excellent

Fio banka Excellent

GE Money Average

Komeréni banka Excellent

mBank Average
Raiffeisenbank Average

Table 3 Comparison of the accounts by smartbanking level, custom processing
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Now let’s imagine two model examples of entrepreneurs. The first model example will represent a small entre-
preneur who has a monthly total of 30 incoming and outgoing payments, and favours ATM withdrawals com-
pared to smartbanking (which is also used, but only in about a quarter of the cases). The second model example
will represent an entrepreneur who has a business run successfully over 5 years, co-operates with many suppliers
and customers, and has about 200 incoming and outgoing payments monthly. This entrepreneur almost never
withdrawals from ATMs, prefers smartbanking, which he uses very often. This model example will be called a
medium-sized entrepreneur.

The aforementioned three comparisons will be considered as criteria for multi-criteria decision-making and de-
termine importance that will correspond to the different types of entrepreneurs.

The importance will be used in a standardised form:

ijO,j=1,...m,Zvj:1 2

=1

For the above types of entrepreneurs we can define the importance as follows (see tab. 4):

Criterion Standardised importance for a Standardised importance for a
small entrepreneur medium entrepreneur

Fees for services 0.60 0.45

Availability of ATMs 0.30 0.05

Smartbanking level 0.10 0.50

Table 4 Standardised importance of individual alternatives, custom processing

For a small entrepreneur, the largest importance was determined by the charges, because in addition to charges
for account management, inconsiderable expense are also fees for ATM withdrawals, whose availability is in
second position for them. Smartbanking is used in roughly one-quarter in relation to ATMs, i.e. the importance
of this criterion makes up a quarter of 0.4.

For a medium-sized entrepreneur, the most important criterion is the use of smartbanking, without it they almost
hardly operate their account. At nearly the same level are service charges, which include almost exclusively
incoming and outgoing payments, which they have many. In last place with almost negligible importance is the
availability of ATMs, which are used very little by this type of entrepreneur.

It is necessary to evaluate linguistically-defined variables so that the ratings reflect the ratio of preferences. For
example, for level of smartbanking, the importance was determined at 1, 0.7 and 0, because the average level
indicates the provision of smartbanking for two of the three mobile platforms. The table 5 capturing the evalua-
tion of individual criteria will look at small and medium-sized enterprises as follows:

Bank Charges + bonuses Availability of ATMs Smartbanking level
Ceska spofitelna 0.3 0.8 0.7

CSOB 0.1 0.8 1

Fio banka 1 0.5 1

GE Money 0.8 0.8 0.7

Komeréni banka 0.3 0.8 1

mBank 1 0.8 0.7

Raiffeisenbank 0.8 1 0.7

Table 5 Evaluation of individual criteria, custom processing

5 The results of multi-criteria analysis

The results of multi-criteria decision-making are shown in the following table 6.

Bank Results for a small entrepreneur Results for a middle-sized entrepre-
neur

Ceska spofitelna 0.49 0.525

CSOB 0.4 0.585

Fio banka 0.85 0.975

GE Money 0.79 0.75
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Komeréni banka 0.52 0.675
mBank 0.91 0.84
Raiffeisenbank 0.85 0.76

Tab. 6. Evaluation of individual criteria, custom processing

The first places for small as well as medium-sized entrepreneurs belonged to the products from “low-cost"
banks, which gradually gain more and more market share. For small entrepreneurs the best account is in mBank
and for medium-sized entrepreneurs in FIO bank. On the contrary, the highest costs are paid by clients of the
"Big Three", i.e. CSOB, Cesk4 spofitelna and Komeréni banka (see Fig. 1).

1,2
1
0,8
0,6
0.4 M Results for a small
0'2 entrepreneur
0 M Results for a middle-sized
entrepreneur
o
R
@s

Figure 1 Overall comparison of the alternatives

6 Extension by using fuzzy set theory

The basic building block of the mentioned theory is the concept of fuzzy set. If we are unable to determine the
exact boundaries of a class designed by some vague concept, to specify competence of an element to the class
we can use a degree from a certain range. Therefore, each element will have an assigned degree which will indi-
cate how much it belongs to that class.

This degree can be called the degree of competence of element into the class, and the class where each element is
characterised by a degree of competence will be called a fuzzy set, defined as follows.

Let’s consider class U, which is universe. This may be a universal class of all sets, its part or only a particular
set. For simplicity, it is designed as U set. Let’s suppose U # @. Then the fuzzy set for U is defined as follows:

pa:U > (0.1) 3)

ua function is called competence function of A fuzzy set and p, (x) is the degree of competence of x element to
A fuzzy set.

Fuzzy set theory can be used in multicriteria decision making under uncertainty. In previous models, it was con-
sidered that the client is a small entrepreneur or a middle-sized entrepreneur. But many clients do not belong to
exactly one of these profiles. It is therefore very useful to use fuzzy sets.

All considered criteria can be considered as fuzzy sets. To simplify the decision-making situation, two profiles
which have been described previously, which are also fuzzy sets, and the client will identify with each of them
with any degree of competence. Given the uncertain boundary between defined types allows any client to adapt
the results to his own needs.

7 Discussion and Conclusion

The resulting table and graph shows that for a small entrepreneur the most beneficial is a business account from
mBank, for reasons of zero monthly fees and the relatively good availability of ATMs. Closely followed by the
products from Fio banka and Raiffeisenbank. Conversely, the least favourable is a business account from CSOB,
followed by business accounts from Ceska spofitelna and Komeré&ni banka. It is questionable whether the higher
pricing of those accounts is sufficiently remedied by other services and products that these traditional big banks
offer.

For middle-sized entrepreneurs the most beneficial is a business account from Fio banka, which also has zero
monthly fees and bonuses, and Fio banka offers smartbanking for all platforms. In second place is the business
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account from mBank. The least advantageous were business accounts from the "Big Four" of the banking mar-
ket: Ceska spotitelna, CSOB, Komer¢ni banka and GE Money bank. The highest average monthly cost for busi-
ness account management for medium-sized businesses is generated at Ceska spofitelna. For medium-sized en-
terprises, these banks offer a far greater range of bonuses. It just depends on the particular company, how well
they know their needs and can choose the appropriate setting of their requirements for bank packages.

Acknowledgements

This paper is written with financial support from specific university research funds of the Czech Republic Minis-
try of Education, Youth and Sport allocated to the University of Hradec Kralové Faculty of Informatics and
management, project no. 2110/2015.

References

[1] Finance, URL: http://www.finance.cz/zpravy/finance/184274-podnikatelsky-nebo-klasicky-ucet/ on-line,
[cit. 10.12.2014]

[2] Kompletni piehled bankovnich uéti pro podnikatele, URL: http://probyznysinfo.ihned.cz/c1-62689390-
kompletni-prehled-bankovnich-uctu-pro-podnikatele-kolik-ktere-stoji-a-co-nabizeji-navic, on-line, [cit.
10.12.2014]

[3] Finparada, http://www.finparada.cz/Banky-Pojistovny-Sporitelny-Zalozny-Dostupnost-Pobocek-A-
Bankomatu.aspx?T=A, on-line, [cit. 10.12.2014]

[4] Komeréni banka, (2014), URL: http://www.kb.cz/cs/lide/mladez-a-studenti/index.shtml, on-line, [cit.
10.12.2014]

[5] FIO (2014), URL: http://www.fio.cz/bankovni-sluzby/bankovni-ucty/osobni-ucet/, on-line, [cit. 10.12.2014]

[6] mBank (2014), URL: http://www.mbank.cz/osobni/ucty/mkonto/, on-line, [cit. 10.12.2014]

[7] Ceska spofitelna (2014), URL: http://cs.cz/banka/nav/osobni-finance/osobni-ucet-cs-ii-fresh-ucet/o-
produktu-d00022361, on-line, [cit. 10.12.2014]

[8] CSOB, (2014), URL: http://www.csob.cz/cz/Lide/Ucty-a-platby/Stranky/CSOB-Studentske-konto.aspx, on-
line, [cit. 10.12.2014]

[9] GE Money Bank (2014) URL: https://www.gemoney.cz/lide/ucty, on-line, [cit. 10.12.2014]

[10] Bankovni poplatky (2014) URL: http://www.bankovnipoplatky.com/kalkulator.html, on-line, [cit.
10.12.2014]

[11] Soukal, I., Hedvicakova, M., (2015) http://www.bankovnipoplatky.com/klientsky-index-iv-ctvrtleti-2014-
prumerne-bankovni-poplatky-181-kc-mesicne-26690, on-line, [cit. 15.1.2015]

[12] Draessler, J., Soukal, L., Hedvi¢akova, M. (2011). Shlukova analyza poptavkové strany trhu zakladnich
bankovnich sluzeb. In E+M Ekonomie a Management, 14(4), 102-114. ISSN 1212-3609

[13] Dostal, P. (2008). Optimalizacni metody. Optimalizacni metody. Kunovice: EPI Kunovice, 2008. ISBN:
978-80-7314-136- 3.

[14] Mikulecky, P., Lenhar¢ik, 1., Hynek, J., (2002). Znalostni technologie II. Expertni systémy. 2. vydani,
GAUDEAMUS, UHK Hradec Kralové, 2002, ISBN 80-7041-904-0

[15] TalaSova, J. (2003), Fuzzy metody vicekriterialniho hodnoceni a rozhodovani. Olomouc: Vydavatelstvi
Univerzity Palackého, 2003, 179 s., ISBN 80-244-0614-4.

[16] Polougek, S. a kol., (2009) Bankovnictvi, 2. vydani, C.K.Beck, 2009, 736 s., ISBN 80-7179-462-7.

[17] Revenda, Z., (2011) Centralni bankovnictvi, 3. Aktualizované vydani, Managementpress, 560 s, 2011,
ISBN: 978-80-7261-230-7

[18] Tennant, D., Sutherland, R., (2014) What types of banks profit most from fees charged? A cross-country
examination of bank-specific and country-level determinants, In Journal of Banking & Finance, Volume
49, Elsevier, December 2014, Pages 178-190, doi:10.1016/j.jbankfin.2014.08.023

[19] European Union Directorate-General for Health and Consumers Protection. Retail financial services to the
consumer markets scorecards. 2009, [online], URL:
http://ec.europa.eu/consumers/rights/docs/swd_retail_fin_services_en.pdf, cit. 5.3.2015.

[20] Ekel, P.Ya., Martini, J.S.C., Palhares, R.M., (2008) Multicriteria analysis in decision making under infor-
mation uncertainty, In Applied Mathematics and Computation, VVolume 200, Issue 2, 1 July 2008, Pages
501-516, doi:10.1016/j.amc.2007.11.024

[21] Jablonsky, J.,(2007) Operacni vyzkum kvantitativni modely pro ekonomické rozhodovani, Professional Pub-
lishing, 2007, 323 p., ISBN: 978-80-86946-44-3

[22] Finace iDnes URL.: http://finance.idnes.cz/bankovni-ucty-pro-podnikatele-deg-
Jucty.aspx?c=A140613_161036_bank_zuk, [cit. 10.3.2015]

[23] Hedvitakova, M., Pozdilkova, A., Srovnani podnikatelskych uétl v Ceské republice, str. 96-98, Aplimat
2015, Book of Abstracts, February 3-5, 2015, Bratislava, Slovak Republic, ISBN 978-80-227-4315-0

236



Mathematical Methods in Economics 2015

Robustified on-line estimation of the EWMA models:
Simulations and applications

Radek Hendrych!

Abstract. The exponentially weighted moving average (EWMA) model is
a particular modelling scheme used by RiskMetrics for forecasting the current
level of volatility of financial returns. The aim of this paper is to introduce and
study the self-weighted sequential estimation algorithm, which represents a
numerically effective alternative to already established calibration approaches.
Firstly, its derivation and theoretical properties are briefly outlined. Secondly,
the presented calibration technique is robustified to eliminate destructive in-
fluence of eventual additive outliers. Thirdly, both versions are examined by
means of Monte Carlo simulations and real financial data.

Keywords: EWMA model, recursive estimation, RiskMetrics, robustification.

JEL classification: C51
AMS classification: 62M10

1 Introduction

The exponentially weighted moving average (EWMA) model is a particular conditional heteroskedasticity
modelling scheme. This theoretical approach is frequently linked to investigating financial time series,
more specifically to monitoring volatility (i.e. the conditional standard deviation of financial returns).
The EWMA model has been primarily developed as a simple alternative to the GARCH models. The
name of this concept originates from the fact that the conditional variance is an exponentially weighted
sum of historical squared financial returns with the geometrically declining weights going back in time.
Therefore, this model is easily capable to track changes in the conditional variance and volatility. Since
its introduction in [5], it has been investigated from various theoretical and practical perspectives. It has
been successfully applied in many empirical studies. For example, one may employ the EWMA model
to predict volatility, to calculate distinct risk measures (e.g. Value at Risk), or to define a trading rule.
Moreover, the EWMA framework is regarded as the benchmark by many practitioners.

The value of the only parameter of the EWMA model defining the discussed geometrically declining
weights is conventionally prescribed by experts or users (e.g. by RiskMetrics). Alternatively, it can be
calibrated employing standard (off-line) statistical inference procedures (e.g. the conditional maximum
likelihood method). However, it is indeed rarely estimated recursively (i.e. sequentially or on-line).
On the other hand, it might be advantageous to adopt a numerically effective technique that could be
able to estimate and control this parameter (or model) in real time. For instance, one can employ this
approach in the case of high-frequency data. Consequently, the aim of this contribution is to introduce
and study the one-stage self-weighted recursive estimation method for calibrating the EWMA model
on-line, jointly with its robustified variant. The suggested algorithm has been derived by using standard
recursive identification instruments outlined, e.g., in [4]. It has demonstrated its numerical capabilities
by means of simulations and an empirical application.

This paper is organized as follows. Section 2 reviews the EWMA modelling framework and its funda-
mental features. It shortly discusses corresponding (standard) off-line estimation procedures. Section 3
derives and briefly comments the one-stage self-weighted recursive algorithm for calibrating the EWMA
model. Section 4 introduces its robustified version. Section 5 analyses this estimation procedure by
Monte Carlo experiments. Section 6 considers an empirical application of this methodology. The key
points of this paper are summarized by conclusions presented in Section 7.

1Charles University in Prague, Faculty of Mathematics and Physics, Dept. of Probability and Mathematical Statistics,
Sokolovské 83, 186 75 Prague 8, Czech Republic, Radek.Hendrych@mff.cuni.cz.
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2 EWMA model

Formally, the EWMA model of financial returns {y;} is commonly defined as in [5], i.e.:
g =ower, 07 = (1= Ny +Aoj_y, 1)

where the only modelling parameter A lies in the 1n‘re1va1 (0,1), {e¢} is a sequence of i. i. d. random
variables with zero means and unit variances, and at is ]-'t,l measurable. Remind that F; denotes the
smallest o-algebra with respect to which y is measurable for all s < t.

One can readily compute the following conditional moments:
E(ye| Fi-1) =0, var(p|Fio1) = E(y7|Fe1) = o7 (2)

Apparently, positivity of the conditional variance o is ensured by construction of (1); volatility is defined
as was mentioned before, i.e. as \/o7. The one-step ahead prediction of o7 is expressed as:

Uf2+1|: = ]E(afﬂ\]-}) =(1- )‘)ytz + /\Utz = 0'12+1- (3)
Similarly, the k-step ahead forecast of o is given by (for k > 1):
T = B(0F 1l Fe) = o7y (4)

To calibrate the EWMA model (1) using T" observations {y1,...,yr}, we usually employ one of these
methods: (i) the value of X is prescribed by experts or users (e.g. the choice 0.94 is obviously recommended
for daily data by RiskMetrics); (ii) A is estimated minimizing the root mean squared error of the forecast
inaccuracies (y? — 0?) assuming that yo and o2 are either defined or observed; (iii) supposing a certain
probability distribution of &, (the Gaussian innovations are preferred in regarding to the consistency
of estimates), one may calibrate the parameter A maximizing the conditional log-likelihood function
(similarly as before, yo and o3 are supposed to be known).

3 On-line estimation of the EWMA model

In this section, we shall introduce the one-stage self-weighted recursive estimation algorithm that can
calibrate the parameter of the EWMA model (1) in real time. In many instances, this approach may be
truly advantageous. For example, it is possible to monitor or predict volatility sequentially in the high-
frequency financial data context. Recursive estimation methods are also effective in terms of memory
storage and computational complexity since the current parameter estimates are evaluated using the
previous estimates and actual measurements. Incidentally, they can be used to detect structural changes.

Applying general recursive prediction error method, see e.g. [4], one can derive the recursive scheme
for on-line estimating the parameter X of the EWMA model (1). Note that the conditional log-likelihood
criterion is supposed (assuming normally distributed innovations e;). The resulting algorithm can be
concisely formulated as follows:

Y Pra(y? —52)5%
A=At ai(07)2 + (67)2Pr—1”
ﬁt:i{ﬁt—lf%}y (5)
oy a(62)% + (67 )2Pi—1
52, = (1= A)y? + Nd2,
5= 4k 467+ X7 tEN,

where Xt denotes the recursive estimate of the parameter A at time ¢t. We recommend initializing the
foregoing procedure under these conditions (similarly as it is outlined in [3]): (i) po is a large positive
number, e.g. Po = 10°; (ii) o should be taken from the interval (0,1), e.g. as 0.94 as it is usually preferred
for daily data; o’f is a positive number (e.g. the sample variance of several first measurements) and
O’l/ equals zero; (iv) {ay} is a deterministic sequence of real positive numbers smaller or equal to one that
either accelerates convergence or allows tracking parameter changes (see below and Section 5).

—
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At each time t, it is necessary to check whether the current recursive estimate belongs to the interval
(0, 1) before evaluating other quantities in (5). If not, one should artificially set the actual estimate as the
previous one to avoid eventual specification problems. This simple projection ensures positivity of the
conditional variance since )g lies inside the interval. The sequence {a}, the so-called forgetting factor,
may be selected as follows: (i) a; gradually grows to one as ¢ goes to infinity, e.g. ay = 0.99a;—1 + 0.01,
ap = 0.95; (ii) oy = « for some a € (0,1), e.g. a = 0.997, and all . The first option corresponds
to estimating the model (1) supposing time-invariant A. The increasing forgetting factor improves the
convergence speed of the algorithm during the transient phase. The second case is associated with the
eventuality that A can vary over time. The constant forgetting factor less than one progressively reduces
the influence of historical measurements, and thus enables to detect parameter changes.

Theoretical properties of the suggested recursive estimation algorithm coincide with the off-line case
(as t goes to infinity), where the corresponding conditional log-likelihood criterion is maximized. Namely,
convergence and asymptotic distributional features are identical for a sufficiently large portfolio of obser-
vations. Refer to [4].

4 Robustification of the suggested estimation algorithm

In practice, it is necessary to be concerned with abnormal observations which may occur in data. They
can be caused by many reasons, e.g. by additive innovations, measurement failures, etc. As is evident
from (5), abnormal data points (the so-called outliers) will influence the model estimation considerably
if no specific action is taken. Therefore, if such defects are expected in the data set, one should modify
the estimation algorithm to make it more robust. The outliers tend to appear as spikes in the sequence

of {y:/5:}, which obviously result in large contributions to the estimation procedure (5).

There exist various ways how to robustify recursive estimation algorithms. For instance, the criterion
function may be selected to become less sensitive to large errors (e.g. by using the Huber functions).
Another way of handling single outliers is based on testing a measurement at each time ¢. If it is large
compared with a given limit, it will be indicated as erroneous and will be substituted by another value.
See, e.g., [1] for further insights.

Assume the following criterion applicable in the context of the proposed estimation algorithm (5):

Y
Gt

< ay, (6>

where {a;} is a deterministic sequence of positive real numbers that reflects the character (distribution) of
the data set (usually a; = a > 0 for all ¢ € N). If this condition is satisfied, then the estimation algorithms
will remain unchanged. Otherwise, the original measurement y; will be replaced by a;0¢sign(y;). In
Section 5, this concept is further investigated by means of Monte Carlo experiments.

5 Monte Carlo experiments

This section briefly examines the proposed recursive estimation technique by means of Monte Carlo sim-
ulations. Various numerical experiments have been performed with almost analogical results. Therefore,
only two representative instances are reviewed here. Particularly, we replicated two EWMA processes
(1) with Gaussian disturbances of the length 10000 with two distinct parameters A (i.e. 0.94 and 0.99)
in order to study convergence properties of the suggested estimation method. We generated one thou-
sand repetitions. The chosen length corresponds to an approximately three-hour dataset working with
one-second data. All computations were conducted in the statistical software R by implementing original
procedures for simulating and estimating the EWMA models.

Figure 1 illustrates numerical behaviour of the one-stage self-weighted recursive prediction error pro-
cedure (5) specified by the consequent recommendations (with a; = 0.99c;_1 + 0.01, ap = 0.95). The
estimation process was stopped at the times T, = 1000, 7}, = 3000, T, = 5000, and T; = 10000; the
current estimates were always stored. Figure 1 summarizes sample characteristics of these estimates
using the standard box-plots for each stopping time. It is apparent that the estimates converge to the
true values jointly with decreasing variances. Thus, one might conclude that the suggested self-weighted
recursive method (5) is capable to estimate the EWMA parameter in accordance with [3] and [4].
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Figure 1 Results of Monte Carlo simulations (estimating EWMA modelling parameters)

Additionally, Section 4 has proposed a simple concept, which should handle eventual problems with
additive outliers in data. This approach is studied by means of a demonstrative numerical example,
which can establish its adequacy. In particular, we replicated one thousand EWMA processes of the
length 10000 with normally distributed innovations and A = 0.94. After each simulation, we incorporated
an additive outlier into each generated time series; namely, we set ya500 = 10. Other experimental
conditions remained as before. We have studied two versions of the estimation scheme (5), i.e. the first
with the forgetting factor increasing to one (defined as before) and the second with the constant forgetting
factor oy = 0.997 for all t. Moreover, we have distinguished between three estimation variants of both
approaches (without any robustification, with the robustification as was described in Section 4 using
a; = ug.99 and a; = ug.9999 for all ¢, respectively). Note that u, denotes the corresponding a-quantile of
the standard normal distribution.

o
s3] s34
s2| a2
o1 914
a0{ 90
o0-| 80
a8 | o8
o7 a7
T T T T T T
2500 5000 7500 10000 2500 5000 7500 10000

—== Truevalue
Constant forg. factor (0.997)

‘Constant forg. factor (0.997; robustiied, a=u(0.99))
‘Constant forg. factor (0.997; robustiied, a=u(0.9999))

~= True value

Forg. factor growing o 1

—— Forg. factor growingto 1 (fobustified, a=u(0.99))
Forg. factor growing to 1 (robustified, a=u(0.9999)

Figure 2 Medians of the EWMA parameter estimates (the outlier at ¢t = 2500)

Figure 2 displays medians of the distinct on-line estimates (calculated at each time step). Apparently,
the additive outliers have had absolutely destructive influence on estimation, when no robustification has
been applied. Employing the recommended robustification, the results look more favourably. However,
one should use a less conservative a; (e.g. 0.9999) in (6) not to restrict on-line estimation excessively
(especially during the transient phase). Note that using the constant forgetting factor results in the more
volatile estimates since it reduces influence of past measurements assigning the geometrically decreasing
weights. On the other hand, it is able to adapt (partly) to the inserted outlier.

6 Empirical analysis of the PX index

The PX index (ISIN XC0009698371) is an official market-cap weighted stock index launched on 5th April
1994 composed of the most liquid shares traded on the Prague Stock Exchange. In particular, it is a
price index of blue chips issues, which is calculated in real-time and weighted by market capitalization.
Dividends are not considered. A new value of the PX index is delivered by a particular formula; it reflects
each single price change of index constituents. The maximum weight for a share issue is 20% on a decisive
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day. A portfolio of core issues is variable and it can be restructured quarterly. Further details (including
historical data) can be found on the official web pages of the Prague Stock Exchange.

Figure 3 presents all historical daily closing quotes of the PX index until 31st March 2015 (i.e. 5248
observations). The minimal value 316 occurred on 8th October 1998 after the Russian financial crisis.
The maximal observation 1936 was achieved 29th October 2007. It is visible that the crisis year 2008
was truly exceptional. See also [2].

PX LOG-RETURNS

2,000 2

1,600 4

1,200

800

400
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94 9 98 00 02 04 06 08 10 12 14 94 96 98

Figure 3 Historical closing quotes and log-returns of the PX index

Figure 4 introduces different off-line and on-line estimates of the EWMA modelling parameter for the
PX index log-returns. Namely, the given financial measurements are studied by means of the following
methods: (i) the recursive algorithm (5) with the forgetting factor growing to 1 (defined as before) with the
robustification (6) using a; = ug.9999 and without it; (ii) the recursive algorithm (5) with the constant
forgetting factor 0.997 with the robustification (6) using a; = ug.9999 and without it; (iii) the off-line
conditional maximum likelihood method. The on-line estimation has been initialized as was described in
Section 3.

- -~ Off-line MLE

Forg. factor growing to1

Forg. factor growing to1 (rob.)
—— Const. forg. factor (0.997)
—— Const. forg. factor (0.997; rob.)

Figure 4 Different estimates of the EWMA modelling parameter for the PX log-returns

At first glance, the accepted robustification has eliminated influence of additive outliers (especially
the one occurring in the first part of the dataset). Therefore, the robustified methods are more reliable
from this perspective. Moreover, the recursive estimates calculated using the constant forgetting factor
apparently fluctuate around the off-line one. One can discover several shared trends, which obviously
correspond to the overall development of the PX index closing quotes (see Figure 3). The on-line estimate
evaluated by the growing forgetting factor is more rigid. Note that all mentioned recursive estimates are
less reliable in the beginning of the observed time series since these methods are initialized therein.

Figure 5 surveys the estimated conditional volatilities of the logarithmic returns of the PX index.
According to the preceding discussion, we have examined the off-line method and two robustified recur-
sive procedures for calibrating the EWMA parameter only. At first sight, one could conclude that all
introduced outputs follow analogical trends. The estimates based on the off-line conditional likelihood
procedure and the suggested recursive algorithm seem to be closely related. One may also compare
the achieved values of the (conditional) log-likelihood function associated with this particular estimation
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problem (or equivalently contrast some information criteria). The calculated log-likelihoods are reca-
pitulated in Table 1. The complete and truncated samples are considered in computing the presented
numbers. Namely, first 10%, 30%, and 50% observations were cut off in order to verify the adequacy since
the recursive methods are less stable during the initial phase of estimation (see also above). Consequently,
the calibration algorithm (5) introduced is visibly competitive and may be undoubtedly employed in the
PX index daily data context.

OFF-LINE MLE FORGETTING FACTOR GROWING TO 1 CONSTANT FORGETTING FACTOR

00 - 00 T 00 A
9495 98 00 02 04 06 08 10 12 14 94 9 98 00 02 04 06 08 10 12 14 94 95 98 00 02 04 06 08 10 12 14

Figure 5 Different estimates of volatility of the PX log-returns

Sample/Method Off-line MLE On-line (a¢ 1) On-line (a: = 0.997)

Complete 15819.37 15751.06 15755.63
Truncated (10%) 14191.75 14178.27 14191.80
Truncated (30%) 11001.93 10994.66 11007.17
Truncated (50%) 7858.61 7856.11 7862.97

Table 1 Values of log-likelihood functions corresponding to estimates in Figure 5

7 Conclusion

In this paper, we have introduced the one-stage self-weighted recursive estimation algorithm for cali-
brating the EWMA process employing the general recursive identification instruments. The procedure
has been further robustified applying a simple truncation. The qualities of both proposed methods were
demonstrated by means of simulations. The accepted modelling framework was further examined in in-
vestigating volatility of the PX index. It has proved its competitiveness. These findings indeed motivate
further research of on-line estimation of the conditional heteroskedasticity models.
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Optimization model with nonconvex monotone piecewise

linear objective function
Robert Hlavaty, Helena Brozova

Abstract. The paper describes new approach to solutionroésuptimization models
with non-convex piecewise linear objective functisith monotone course. The
matter of non-convexity complicates searching for @ptimal solution of an
optimization problem. We propose computationaligctable algorithm based on
multiobjective optimization, capable of solving senmon-convex optimization
problems. The class of the optimization problemslea with is specified and written
as a mathematical model. The model is then tramsfdrinto appropriate form with
the help of additional linear constraints. Whercpigise linear functions are present,
the search space represented here by convex pelipsome interesting properties
we describe before the algorithm itself. The aldni is proposed on the basis of
multiobjective simplex algorithm.

Keywords: Piecewise linear functions, nonconvex optimizatimonotone functions,
multiobjective programming.

JEL Classification: C61
AM S Classification: 90C26, 90C29, 90C30

1 Introduction

The paper deals with the specific class of mathiealaprogramming problems. We consider a mathemhtic
model with linear constraints, constraints of nawativity where the objective function is piecewiisear and
non-convex. Certainly, a way of searching for théroal solution of such programming problem hastaecady
known. Here, we would like to point out an inteegtapproach that, to our knowledge, has not yehhesed for
solving of this class of optimization problems. Guw approach would create other perspective tatieak of
these models which can be otherwise solved by #@nsiof combinatorial approaches, heuristics oedcimteger
linear programming (MILP).

Already in 1969 the algorithm for separable non@xprogramming problems basediwanch and bound
principles was introduced by Falk and Soland (1968)er on, more specific approach based on the gaimciple
was presented by Benchekroun and Falk (1991) whehers present the way of solution for nonconvieggwise
linear optimization problem. Polisetty and GatzReQ5) show how to utilize decomposition algorithm for
nonconvex MILP using piecewise linear relaxatiomofher means of solution of the problem using MHre
proposed by Kameshwaran and Narahari (2009) whoodsimated their approach on the nonconkeeapsack
problem. Van Bokhoven and Leenaerts (2010) describe sonmtization algorithm of Katzenelson (1965) and
Lemke (1967) and also the relation to linear progréng where théinear complementary problem is taken into
consideration. These methods are considerablycdiffand would usually require an appropriate safemo be
utilized.

We would like to present our original method thatbsed on multiobjective programming approach
described by Zeleny (1976) or Cohon (1978) andstifevare solution is not required for smaller pesh$. The
concept oboundary points proposed earlier by HouSka and BroZova (2002)helused for decomposition of the
complex problem. HouSka (2003) has shown some stagifor the solution of nonconvex piecewise Ilnea
optimization problems which turned out to be fay tmmplex to be used for the solution of the gdnenablems
of larger scale. Here, we present a general algoritor nonconvex piecewise linear optimization peots,
especially suitable for some particular models thilitbe described further in the text.

2 Problem description

Let us first introduce the general piecewise linpaaygramming problem (PWLP) in the form we will ther
consider within this paper:

1 Czech University of Life Sciences, Kamycka 12%de, Czech Republic, hlavaty85@gmail.com
2 Czech University of Life Sciences, Kamycka 12%d¥e, Czech Republic, brozova@pef.czu.cz
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maximizeZ (x) = Z;(x;) + Z,(x5) + -+ + Z, (x,)
S.t.

n
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Jj=1
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(21 (%), %) €0, kjy)

7z i), x; € k. lk.
2(x) = EJZ(XJ) % € {kj1, Kjz)
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=
»
3
N
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e
»
=

whereZ (x) is continuous smooth piecewise linear functiorssilsly nonconvex, consisting ppartial piecewise
linear functions, subjected to the linear constmimhe objective function here can be viewed frimuar
perspectives:

* Z(x) ...aggregate objective function — is the separable objective function. It valupresses the real
value of objective of the given optimization praile

o Zy(x1),Z5(x3),.., Z(xy)...partial piecewise linear functions are the functions of one variable whose
sum completes the value afigregate objective function. We will refer to these functions simply as
partial objective functions.

o Z11(x1), Z15(xy), ...Z]-,,j(x,.)...linear segments of partial objective function are individual linear
segments opartial objective functions on given intervals fron0; k;;) U (kj,,].,l; o). We will refer to
them shortly atinear segments.

so calledfragments of objective function. These fragments are defined on multi-dimensiartatvals
and are received upon combining different linegnsents ofpartial objective functions (see section
3).

Relations between these four perspectives are ssguleusing the following schematics:

is decomposed with

respect to variables is decomposed on

the multi-
dimensional
intervals into

Fragments of the aggregate
objective function

which, if combined,
will create in
respect to the
multi-dimensional
intervals

Partial objective
functions

which are divided
with respect to
knots into

Linear segments of
partial objective
functions

Figure 1 Four perspectives on the objective function.

As stated in the introduction, the concepbofindary points will be used for the solution of the model.
In the next step, we enrich the general model (itf) additional constraints. Let us first brieflytiaduce the
concept of boundary points.

The partial objective functions are piecewise Iinga at least one of them) and the linear segmenas
connected in knots in which these segments alsogehits slope. We will introduce a new varia’q[é* wherej

is the index of partial objective functioh,is the index of a knot and the upper index -/+regpes the under-
achievement or over-achievement of an individuaifaary point. In general it expresses the distafcihe
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current basic solution of the problem from the kany point in the solution space. The distance frleerboundary
point can be in general written as a new constraint

Xj + 1 = Tk = ke (2)

for j-th variablex; andk-th knot of the partial objective functidk),. The constraint is originally based on the
concept of goal programming and its deviations fi@wwertain objective. It is desired that at mos ohthese
variablessy, 7%, is in the basic solution at the same time as ¢hetisn can lie only on one side from thg in the
solution space. Thus, we introduce a nonlinear tcaims:

k- Tie = 0 (©)

It can be proved this constraint does not haveettaken into consideration in terms of model dullva
by simplex algorithm or multiobjective simplex atghm since this condition is met automatically dbe nature
of column vector of these variables.

Now, let us transform the model into the new favith the help of constraints (2). Let the new mduke!
referred to as PWLP-B (boundary points). The magdels as follows:

maximizeZ (x) = Z;(xy) + Z,(x5) + -+ + Zp (x,)
S.t.
n

Zaijx,- <b,i=12,..m,j=12,.,n
j=1
X+ 1 =1k = ki j =12, mk =12, ..,p;
rj;.rﬁ =0,j=12,...,mk=12,..,p;
x=0,j=12.,n 4
where

Zj1(%;),% € (0, kjn)
Zjo(%), % € (kja 1 Kjo)

Zj(x) = {:

21, (35) € (Jgp, 000 = 1.2.0m

2.1 Specifics of the solution space

Due to presence of the boundary points represetiimgnots of piecewise linear function, the solotspace has
some interesting properties. According to (1) thieitson space is given by

Ax<b

©®)
x>0
Considering the boundary points of eacly gfartial piecewise linear function with linear segments
(each with the same number of segments), the ealapiace will split intg/ multi-dimensional intervals. Let us
show the illustrative example f@(x) = Z; (x;) + Z,(x,) where each of the partial piecewise linear furrctias
3 linear segments. Then:

Z11(x1), % €40, kq4)
Z1(x1) = {Z12(x1), X € {kq1, k1)
Z13(x;) € (kqa, kq3)
Z51(x2), %7 €40, kz1)
Z5(x2) =4 Zp5(x2), %; € ka1, kao)
Z23(%x2) € (kpa, Ka3)

(6)

The situation can be depictedi? as shown in figure 2:
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X1

3

Figure 2: Solution space split into multi-dimensional intais.

Reader can note that the ran@g,; k;...) of these intervals does not have to be necesshelgame as is
in the picture and each partial objective functoam have a different number of linear segments. vidhee of
aggregate objective function is unique on eachede multi-dimensional intervals. It is generalsiMcnown that
if the optimal solution of the convex optimizatiproblem exists it lies in one of the vertices @& tonvex polytope
given by the constraints of the problem. Due tortbieconvex nature of our problem the optimal solutian also
possibly lie in vertices of the multi-dimensionatédrvals, i.e. all vertices of all squares in tigufe one can
represent candidate solutions of the optimizatiablem.

2.2 Solution design

Some eligible ways of solution come under constitemaFor the smaller tasks, at mosfif, one could possibly
find the aggregate objective function value forcalhdidate solutions (if capable to identify thelipand choose
the optimal one or more optimal solutions if poksifi his approach is merely combinatorial and dagsequire
any algorithmic approach. It would be also posstblelecompose the solution of the problem to sutipros.
One could find the optimal solution by solving atstp? — 2p + 1 subproblems

maximizeZy,, n,, ..n, (X)
s.t.
n
Zaijx]- <b,i=12,...m;j=12,.,n
J=1 ™
X < kjhj,j =12,..,m h=12,..,p;
X = kjh]._l,j =12,..,m h=12,..,p;

x>0

The decomposition approach does not seem to betigéfesither since it mostly depends on the nunatber
knots of the partial objective functions.

3 Decomposition of aggregate objective function to fragments

Both approaches mentioned in the previous sectbaw serious drawbacks when the optimization probeof

larger scale. Thus we propose utilization of obyecfunction fragments that can be defined on aliltm

dimensional intervals received on the basis of bawy points present in the PWLP-B model. On althefse

intervals, the aggregate objective function incesas decreases with a different intensity. It nsehat on each
of these intervals we are heading towards optimlaition with a different tempo.

Let us consider the growth rate of fragments of aggregate objective function for individual multi-
dimensional intervalstobeacriterion of reaching the optimal solution of the problem. We can then consider
this problem to be multiobjective optimization problem. The solution of the original model (PWLP) is axfe
the non-dominated solutions because the optimakval the objective function is certainly the ominalue of
the given segment of the function a thus it cafmeotiominated.
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In that case, each fragment of the aggregate objective function can be extended to the entire solution
space. Having these assumptions in mind, we can reforrautsg modified problem (PWLP-B) to a problem of
multiobjective programming (PWLP-MC). We define tR&/LP-MC model in the following way:

( Z14,.1 \
maximizeZ(x) = | Znynghn

Z P1,P2,4Pn

- ()
Zaijxj <b,i=12,...m,j=12,..,n

X+ =1k = ki j =12, mk =12, ..,p;
=0,j=12,...mk=12,..,p;

-t
Xj» Tiks Tk >0

interval that is given for each variable @sk;,). Zp,, r,,..n, 1S @ fragment of the aggregate objective function
corresponding to individual multi-dimensional intals (kj,,j,l;kjhj),vj' =12,..,n. And Z, ,, p, IS @
fragment of the aggregate objective function cqroesling to the last multi-dimensional interval tiagiven for
each variable aékj,,j_l; K;) wherek; is the valuek; = arg;nax(Z}'zl a;x; < b).

J

Having the optimization problem in the form of PWM, it is possible to utilize multiobjective sing{
algorithm for finding of the optimal solution. Thialgorithm finds all non-dominated solutions of the
multiobjective optimization problem. In our probl€PWLP), set of all candidate solutions is sub$¢he set of
all non-dominated solutions. If we search throulh@n-dominated solutions of the problem then Buoa these
solutions is the optimal solution of the problem ERYV

4 Results

In our paper we consider that all partial objecfivections are monotone. This fact will ensure inltiobjective
simplex algorithm that each iteration of the altiori will necessarily bring better value of the amgate objective
function than the previous iteration. It can beeBa$aid that in case of monotone partial objedtivetions is the
found candidate solution truly optimal. Althoughsitpossible to reach this solution in differentyshrough the
solution space. The problem is that the optimaltsmh might not be the only one and one could éilsd the
alternative optimal solution(s) in a different sentof the solution space. It is then necessaiyspect all unvisited
branches of the algorithm to find out if therepsrhaps, the alternative optimal solution. We sth@lo add that
our approach can be also applied for the probleitis minimizing objective function. The general apach can
be described by the schematics in the figure 3.

Optimization problem with
nonconvex piecesiwe linear
objective function (PWLP)

Transformation of PWLP to

PWLP-B bY adding thg Check if there is an alternative
boundary points constraints .
solution
Transformation to PWLP-MC T
problem with the use of Find some optimal solution of
fragments of aggregate the problem
objective function

Figure 3: The algorithm flowchart.
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5 Conclusion

In our paper, we proposed a different approachesolution of optimization problems with nonconveonotone
piecewise linear functions. Our approach is basedlecomposition of the objective function to itagments
according the multi-dimensional intervals withiretkolution space. Multiobjective simplex algoritfisrknown

to be (in most cases) computationally tractabledetdrministic after finite number of steps. Du¢tte monotone
nature of the partial objective functions, the aitiyon heads towards the optimal solution in unarmabigs way. In
our research, we performed a number of calculatorshosen case problems. These case studiestamesented
due to the lack of space. This approach can becesiyeapplicable for solution of the optimizatiomodels where
the objective function represents the cost or pctido function. These functions, if approximatednde often
non-convex piecewise linear. We are currently dmviely the general algorithm that will be able todfithe

optimal solution also for non-monotone objectivadiions while we consider the computational diffiies

caused by degeneracy or symmetry of the optimiagtioblem.
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Generalized EOQ Type Inventory Modelswith Time
Dependent both Demand Rate and Holding Cost Rate
Jiti Hofmart, Ladislav Luka$

Abstract. The paper deals with some generalized inventongrabmodels which
are linked to the well-known EOQ model. There ayrainic periodic and determi-
nistic models with common feature being represeigdnstantaneous replenish-
ment in constant time periods. First, we presenfief®assuming another than con-
stant rate of demand within an inventory cycle. Teenand rate takes polynomial
form which is specified by particular interpolatioanditions. These conditions give
a chance to include various intermediate data seritee inventory level during the
cycle with particular details. Second, we assuneehiblding cost rate to be time de-
pendent as well, though of the first algebraic dedvasically. However, the gener-
alization to higher degrees is quite straightfodvarhe results, in particular — opti-
mal replenishment lot size and optimal total castymit of time, yielded from these
models with different interpolation conditions arempared with similar quantities
provided by classical EOQ model. Sensitivity analysg optimal quantities upon se-
lected interpolation parameters is presented, too.

Procedure used for symbolic derivation of optimaley quantity is elaborated in de-
tail, and hints for its computer implementation amesented, as well. We use
Mathematica not only for numerical calculations &isb for symbolic derivations of
analytic formulae giving optimal quantities provitley all models discussed. Some
code snippets are also presented and discusseérhhbng us to inspect a particu-
lar symbolic versatility and performance power ddtiematica.

Keywords: generalized EOQ model, inventory control modehetidependent de-
mand rate, time dependent holding cost rate.

JEL Classification: C54, D29
AM S Classification: 90B05

1 Introduction

In general, the EOQ model is still frequently impknted in many practical inventory control systeeward-
less its simplicity and limits. This model seeksimium of total cost under an objective to optimizesizing in
order to reduce the cost of satisfying demand. Eletie concept of the EOQ is that there is a todfibetween
the fixed order cost and the holding cost assurdgmgand rate being constant exclusively.

Before presenting our concept of generalized EQi@ tyiodels, we mention some other closely related- mo
els. We know, there are many various inventory nsdedisposal in literature, now. EOQ model foredierat-
ing items with exponentially dependent demand iratehich inflation and time value of money are taketo
account is presented in [6]. Inventory model presgtim [5] is based upon classical EOQ model withttuous
reviewing of inventory level and facing determimistonstant demand rate, but assuming supplier teiden-
dergo random supply disruptions causing uncertaiftyeplenishments. In [2], various lot sizing aifigfoms
applied for inventory control and emphasizing timaricial implications of corresponding inventorylipes in
supply-chain management are discussed. While ingi®d survey of literature reviews in the aredoofizing
problems is presented. There is lot of textbookedag the topic of inventory control, e.g. [1],da#], too.

2 Generalized EOQ type models

Classical EOQ model assumes constant demand méitetel replenishment rate, zero lead-time, andimize-
tion of total inventory cost per unit tint€(qg). Let z(zr) denote an inventory level during a periodic ineen
cyclet, with t€[0, t]. Further,c;, andc; denotes unit holding cost and fixed cost incupedorder called order-
ing cost, respectivelyl gives total inventory control period, afiigives aggregate product demand durTig

! University of West Bohemia/Faculty of Economicgf® of Economics and Quantitative Methods, Huskva
306 14 Pilsen, hofman@kem.zcu.cz.

2 University of West Bohemia/Faculty of EconomicgfD of Economics and Quantitative Methods, Huskva
306 14 Pilsen, lukasl@kem.zcu.cz
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thus defining the number of cycles by Q/q = T/, and finally,N(q) stands for total inventory cost per inven-
tory cycle.

There is well-known, the optimal replenishmentdizieq,, or order quantity, is solution of the optimizatio
problem

min C(q) , g [0]0,0[
t

C@ =N@H , N@) =5 + [ cz(idr, 2D =a(L ~7h) , t=TIQ @

It yields the extremely popular known resudts, = argminC(q) = V(2¢;Q/(ciT)), C(Gopd = V(261¢5QIT), assum-
ing quantitiex;, ¢z, T, andQ are given.

In [4], suitable general framework for large familf/inventory models is presented in the followfogm

T
Finds(t) € U, extrem { p((1), 2)d7), ¥ z(t) €V, )
0

whereU, andV denotes set of feasible control, and set of féasiblutions, respectively.

As demand functioml(7) being given, a feasible solution will be any doabus functionz(;) satisfying both
inventory balance condition (3) and backorderingdition (4), for suitably selected set of feasibtentrol U
which represents collection of supply procesé@sacceptable from managerial point of view, in pice

n n
An) =2+ [ (ndr-[d(ndr, aty €[0T], @®)
0 0

u(ind{z(7) <0 | €[0,T]}) = x. 4)

The quantityc introduced in (4) enables to distinguish shortagfestock, and prospective backorders, as well. If
x > 0 then shortage exists and backordering maycbepéed, else = 0 the opposite holds, assuming measure
u(.) being suitably defined, and ind(.) is a seidatbr function.

T
The integraIJ' o(2(7), A)dr gives an objective functional, e.g. total invegtoost per unit time, depending upon
0

parameterg given, e.gc;, cz. Initial inventory levelz(0) =z, is given, too.

There is well-known that inventory balance conditicould take either the integral form (3), or afefiéntial
form (5), which is called local balance condition

&A(n/dr=(7) -d(7), %0) =2 ®)

The EOQ model assumeér) = g/t = QIT = const, and(7) = q XY, §( z— it), whered(.) denotes the Dirac
function, and? represents the greatest integer obeying reldtion 7. In such case equation (5) takes very sim-
ple form

dz(n/dr=-qit, Z0) =q, (6)

which yields the EOQ classical solutig(r) = q(1 — 7 /t), with z(t) = 0.

Keeping line with [4] Ch.3.2.4, the generalized EQQe models release restrictive assumptions o$teo
demand rate, and constant unit holding @@sboth being thus required by EOQ model exclusivelgnce, the
total inventory cost per cycls(t) will take the following form

t
N() =cs + [ cu(d) A Ddr. )
0
However, question arises, which functional formsédect for functions,(7) andz(7), in general. We have
proposed the simplest possible form — algebraigmuohials. Let denotg,(7) a polynomial ofn-th degree. We

will assumecy(7) = pi(7), i > 1, andz(7) = pi(7), j > 2, while linear functiom,(7) suits exactly to describe inven-
tory level within the EOQ model.
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Advantages of such generalization are following:

« variable unit holding cost;(7) enables to handle inventory cases of storingribeging items, perishable
goods, or any other products with their holdingtssnsitive to elapsing time during an inventorgie;

* higher degree of demand ral@) starting even with the first degree, which copaws actually to inventory
level z(7) of the second degree, enables us both to cope flexibly with time dependent demand during
inventory cycle, and also to use prospectively éaial intermediate information of inventory levaing
detected by inventory checks during inventory cydarse;

« these versatile inventory models provide ratiotatfprm for building adaptive inventory control sgms.

We have yet elaborated the generalized EOQ typeniovy models withh = 0, 1 and = 1, 2, 3, with various
interpolation conditions, which we suppose to deM®EOQY, j) in unique fashion. Derivation of analytic for-
mula for gy for corresponding GEOQ(j) model follows eight steps, in general, which sealized in Mathe-
matica utilizing its symbolic computation power:

1. express(7) being represented p(7) in analytic form using its interpolation data givin symbols;

2. expressz(7) being represented ky(7) in pure analytic form using its interpolation aagiven in symbols,
too;

3. calculateN(t) using (7), which is possible in full analytic forbecause the integraeg(7) z(7) having been

assumed as product of polynomials takes polynofoiai as well;

use the substitution= qT/Q to recasi(t) into N(q);

express objective function, i.e. the total inveptoost per unit time&(q), usingC(q) = N(q)/t;

calculate €(qg)/dg in pure symbolic form using Mathematica function

solve the equationG{g)/dg = 0 which expresses necessary condition of opitiyrial getq,,, formula desired

by functionSolve;

finally, express formula for minimal value of tofalventory cost per unit tim€y, = C(qop) by substituting

Qoptinto C(q) in symbolic form.

No oA

o

The proposed procedure is quite straightforwardweicer, it is rather tedious technically and vemoeprone
one when doing by hand. So, we decided to use sientalculation power of Mathematica to perform lsuc
challenging task.

Assumingr€[0, t], the analytic details of elaborated GEQ@(models are following:
* GEOQ(L,1)cy(7) =pu(D) =yn + (a—yn) 7L, C1(0) =7, Ca(t) =g,
A =q(l-1/), 20)=q,zt=0;

« GEOQ(0,2)cy(7) = ¢y,
A1) =ag+aT+ar? Z0)=q, zt) = 0, plus one additional condition:
a) Z(s)=w, s=0t,w=wq, 0, wel0l1],
b) Z(0) = —pn oft, ¢n€[0,2],
©) Z(t) =—pad/t, pq€ [0,2];

* GEOQ(1,2)cy(7) =puD) =yn + (ra —yn) 7L, C1(0) =7, Co(t) =g,
(1) = ap + ay T+ @, 72, with interpolation conditions like in GEOQ(0,2)odel;

¢ GEOQ(0,3)ccy(7) =cy,
2D =ag+ar+ari+asr®, z0)=q, zt) = 0, plus two additional conditions:
a) Z(SJ =W, S= 60t W= i, Oy, W€ ]0,1[, k=1,2, 01 <05, w1 > W),
b)Z(0) = —¢pn Olt, Z(S) =Wa, S =65t, Wy = w20, 62, w, €10,1[, ¢4 € [0,3],
C)Z(t) =—paft, Z(s) =Wy, S =6it, Wy =w1q, 61, w1 €]0,1[, ¢q€ [0,3],
d) 2(0) =—gn gt Z(t) =—9a dt, ¢n pa€ [0,3];

* GEOQ(1,3)cy(7) =puD) =yn + (ra —yn) 7L, C1(0) =7, Cu(t) =g,
A1) =ag+ayT+a,r? +ag7°, with interpolation conditions like in GEOQ(0,3)orfel;

Together with EOQ model corresponding to GEOQ(0wB ,have got complete family of sixteen inventory
models of EOQ type at our disposal, in general. el@y, we need to emphasize that the bounds giventér-
polation parameters introduced are approximateppen bounds only, since their particular admissid&ie
combinations must be checked accordingly to necgssmdition being imposed upon functiafr) to be de-
creasing, more precisely non-increasing functionwiole interval [@]. The simplest way how to do it in par-
ticular case, it is to inspect plot z{fz) directly, which is to have been drawn by Matheoaaplotting functions.
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The simples case of model GEOQ(0,2) with additiantdrpolation conditiorg(t/2) = wq, w€ [0.25,0.75]
yields exactly the results given in [4], p.64, aldiws

bt = V(6CaQ/(C1(1+4m)T)), Copt = CCop) = Cr(1+4m)V(2¢3Q/(3c1(1+4w)T))). 8)

3 Somenumerical results

First, we shall describe implementation of GEQQ(inventory models in Mathematica. On the very bagig,
we need to derive corresponding formulaedgy, andC,, in symbolic forms. Then having such formulae, we
may substitute particular numerical values of cgpomding parameters therein and calculate quantiésired,
and plot them prospectively.

In previous paragraph, we have already sketchedtdyes of procedure for symbolic derivation of stmh
mulae, in general. Here, we select just one madilustrate it:

— model GEOQ(1,3) case a), i.e. assuming linear fondor unit holding cost ratey(7), and cubic poly-

nomial for inventory levek(7) with two additional interpolation conditions oagrangean type, in par-
ticular.

Since the whole code for all GEQQj) models developed is rather long, we give somehbtagatica snippets,
only

— perform symbolic interpolation af7) =ag + a,7+ a,7% + agr>:
Solve[t*talc+t"2*a2c+t"3*a3c ==—q && sh*alc+sh”"2*a2c+sh”3*a3c ==—q(1-wh) &&
sd*alc+sd"2*a2c+sd"3*a3c ==—q(1-wd),{alc,a2c,a3c},Reals]

— extracta;, and make symbolic substitutigp= 6it, k = 1,2:
sol=%//Flatten;
alw=alc/.sol[[1]];
alw//FullSimplify;
al=%/.{s1->081*,s2->02*t}//FullSimplify
programming notes

1) the symbobks represents in Mathematica programming languageebeit of previously calculated ex-
pression.

2) command functiorrullSimplify makes the best symbolic simplification of any sgiftbexpression, e.g.
algebraic one, which Mathematica knows and is abto.

t
- integrate_.‘ ci(D) z(n)dr with cy(7) = ps(7) =yn + (ya —yn) T, and calculat€(t) = N(t)/t:
0
Integrate[(gH+(gD-gH)v/t)*(g+al v+a2 v 2+a3 v/3),{v,0,t}]//FullSimplify
C3+%;
%/t//FullSimplify;
— recasC(t) into C(q), calculate the derivative in symbolic form, amdive dC(qg)/dg = O:
cqf13=%/.t->q T/Q//FullSimplify

dcqf13dqg=D[%,q]//FullSimplify
Solve[dcqf13dg==0,q]//Flatten

gmin13=q/.%][1]]

— set numerical values, make replacement, i.e tisuisn of symbolic parameters of the model coesédl by

the numerical values given, and calculate figghandCoy = C(Qop), €.9. for GEOQ(1,3) model as follows:
wgh=2; wgd=0; wB1=.3; wb2=.7;
wqg=qmin13/.{gH->wgh, gD->wgd,061->w81,062->w62}//Re;

weq=cqf13/{gH->wgh, gD->wgd,01->w81,02->w62,q->wq}//Re;

However, using generalized EOQ type models shoeldhbde carefully. Variety of possible cases isdarg
and flexibility, how to describe inventory levelnfttionz(7) by various interpolation conditions, is greaa|.

As an illustration, we select the model GEOQ(0,8hwlifferent interpolation conditions, and kig. 1, and

Fig. 2 the calculated normalized inventory levé(g), defined by ratiog(7) = z(7)/q, are plotted on normalized
replenishment cycle [0,1].
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Data for additional interpolation conditions usadFig. 1 are following:

» on the left: GEOQ(0,3) case a,(6,) = {(.15,.55), (.20,.60), (.25,.65), (.30,.708%,.75), (.40,.80),
(.45,.85)}, andw; = 0.7,w, = 0.3, constant in all cases;

» on the right: GEOQ(0,3) case dpn(¢q) = {(0,2),(1/3,5/3),(2/3,4/3),(1,1),(4/3,2/3),(5133),(2,0)};

0.2 04 ae LiE:) 1.0 0z 04 oe a8 10
Figure1 GEOQ(0,3) case a) ~ (left),  GEOQ(0,3) case f)ght)
Data for additional interpolation conditions usedrig. 2 are following:

* GEOQ(0,3) case by, = (0, 1/3, 2/3, 1, 4/3, 5/3, 23, = (.35, .40, .45, .50, .55, .60, .65), and= 0.5, con-
stant in all cases;

Figure2 GEOQ(0,3) case a)

First, in bothFig. 1, andFig. 2, we may detect linear functions which correspandlassical EOQ model. In

Fig. 1, all normalized inventory level§(7) are acceptable as being decreasing functions loolew{0,1].
However, inFig. 2, we see that two of constructed functiaifg) depicted with full and dashed lines
particular, are not acceptable to represent amgnitory level for EOQ type model because both viothe nec-
essary condition, i.e. being non-increasing fumcim whole replenishment cycle. On the contrarg, dthers
are still acceptable functions to constitute presige inventory levels.

in

Next, we present two series of calculated examplts GEOQ(1,3) model which enables linear appr@adm

tion of unit holding cost rate, and cubic polynoh@pproximation of inventory level, in gene Mainrpase of

these calculations, the is sensitivity analysispfimal quantitiesiy,, andC(qop), respectively, upon selected

interpolation parameters.

In the first case, we concern ourselves with inflzeeof changing unit holding cost rat€z), while z(7) to
degenerate tp,(7) by properly selected interpolation conditionsrtfa, i.e. GEOQ(1,3)> GEOQ(1,1), setting
(61, w1) = (0.3,0.7)( 05, w,) = (0.7,0.3). Results are summarized ab. 1, and depicted ifrig. 3 on the left.

Yh 2 1.75 1.5 1.25 1 0.75 0.5 0.25 0

Yd 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

Copt 34.64 35.78 37.03 38.43 40 41.78 43.82 46.19 48

Copt 46.19 44.72 43.20 41.63 40 38.3 36.51 34.64 32
Tablel
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Figure 3 Qop, andC(ep): Tab.1 GEOQ(L,3)» GEOQ(1,1) ~ (left), Tab.2 GEOQ(1,3) GEOQ(0,3) ~ (right)

In the second case, we concern ourselves withenfle of changing(7) asps(7), while keepingcy(7) = ¢y,
constant, i.e. GEOQ(1,3p» GEOQ(0,3), setting); = 0.7,w, = 0.3,y, = 1,74 = 1. Results are summarized in
Tab. 2, and depicted ifrig. 3 on the right.

6, 0.15 0.2 0.25 0.3 0.35 0.4 0.45
6, 0.55 0.6 0.65 0.7 0.75 0.8 0.85
Gopt 45.46 43.55 41.68 40 38.51 37.20 36.13|
Copt 35.19 36.74 38.38 40 41.55 43.01 44.29

Table2

4 Conclusions

* Framework of generalized EOQ-type models has beseldped which enable both time dependent unit
holding costs and demand rate. Their descriptioadased upon additional interpolation conditioxjsress-
ing intermediate information during replenishmeytle.

* Procedure for symbolic derivation of optimal qugntrder for submitted GEOQ() models and its imple-
mentation in sw Mathematica is described in detail.

* Near future research will be focused on thorougmenical experiments with discussed models and their
practical use. Further, we would like to concemrtratirselves also upon a role of inventory, itsrfoial is-
sues in particular, within a broad framework ofualon of firms, as an amount of firm asset alledan in-
ventory might cause awkward and unexpected efthetgon.
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Backtesting of value at risk with fuzzy-stochastic
variables

Michal Holéapek!, Tomas Tichy?

Abstract. Since financial quantities — opposed to natural processes — depend
on human activity, their modeling is often very challenging. Many scholars
therefore suggest for some cases, such as illiquid positions, newly introduced
securities or instable market condition, to specify some parts of financial mod-
els by means of fuzzy set theory. In this paper we formulate a fuzzy-stochastic
model of risk estimation to be solved by simulation approach. The application
possibility is shown for the case of market (FX rate) risk and its subsequent
backtesting. Although a single position is considered, it can be easily general-
ized to deal with more complex problem.

Keywords: fuzzy random variable, fuzzy quantile, fuzzy stochastic process,
Value at Risk estimation, backtesting

JEL classification: C44
AMS classification: 90C15

1 Introduction

A crucial step of market risk modelling is the estimation of parameters and feeding up of the selected
model. This issue is challenging especially for risk sources, which have poor market history (untraded,
illiquid, newly introduced assets, etc.). In case that a complex portfolio is in a question, the mutual
dependencies and tail dependencies can change rapidly even for assets with quite good liquidity and
under normal market conditions.

Assuming a short horizon and a single position, the most important parameter is the volatility. Wrong
estimation of the volatility can obviously have serious impact on the risk management and indirectly also
on the credibility of the entity (e.g., bank).

For instance, if the estimate is too high, the bank is required to keep higher capital — this can be
too costly and, what is worst, this can support its rivals at the market when, e.g., acquiring new clients
and more competitive price. Moreover, if too high estimates persists for a longer time, the users start to
consider it as a standard feature of the risk model and might, in turn, potentially underestimate the true
risk.

On the other hand, if the risk estimation is too low, the capital will not be sufficient to cover losses
that probably occur in the near future. Clearly, the entity can call equity holders to provide additional
capital, so that the situation, most probably, will not lead to default, but the confidence (into the entity,
its risk model, management) will already be lost.

In this contribution we aim on providing a robust model based on fuzzy-random variables and fuzzy-
quantiles as introduces by us previously [8, 17] and show its performance within backtesting procedure.
Such model can be suitable for the market risk estimation especially for assets newly introduced to the
market or with low liquidity or for periods of instability at the market.

The paper is organized as follows. Section 2 is focused on elements of fuzzy sets theory and, especially,
on an LU—fuzzy random variable that are used in the contribution. In Section 3 we provide an illustrative
example of the market risk modelling related to the gold price. Due to the lack of space we do not pay

1VSB — Technical University of Ostrava, Department of Finance, Sokolskd 33, 701 21 Ostrava, Czech Republic &
University of Ostrava, Institute for Research and Applications of Fuzzy Modeling, NSC IT4Innovations, 30. dubna 22, 701
03 Ostrava 1, Czech Republic, michal.holcapek@osu.cz

2VSB - Technical University of Ostrava, Department of Finance, Sokolska 33, 701 21 Ostrava, Czech Republic,
tomas.tichy@vsb.cz
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special attention to the models of market risk and the risk management process — instead we refer the
reader to [15, 16].

2 Fuzzy sets theory

Let R denote the set of real numbers. A fuzzy number is usually called a mapping 4 : R — [0,1]
which is normal (i.e., there exits an element zy such that A(zg) = 1), convex (i.e., A(Az + (1 — N)y) >
min(A(z), A(y) for any z,y € R and A € [0,1]), upper semicontinuous and supp(A) is bounded, where
supp(A4) = cl{z € R | A(z) > 0} and ¢l is the closure operator (see, e.g., [9, 4]). The most popular
models of fuzzy numbers are the triangular and trapezoidal models investigated by Dubois and Prade
in [5]. Their popularity follows from the simple calculus as the addition or the multiplication of fuzzy
numbers. This is also a reason why we can find many recent papers on the approximation of fuzzy
numbers by the mentioned models (see, e.g., [1, 2] and the references therein).

2.1 LU-—fuzzy numbers

In order to model fuzzy numbers we will use a more advanced model of fuzzy numbers based on the
interpolation of given knots using rational splines that was proposed by Guerra and Stefanini in [7] and
developed in [14]. This model generalizes the triangular fuzzy numbers and gives a broad variety of
shapes enabling more accurate representation of fuzzy real data, nevertheless, the calculus remains still
very simple.

It is well known that each fuzzy number has a representation using a-cuts. Recall that the a-cut of
a fuzzy number A is the common set A, = {x € R | A(z) > a} for a € [0, 1] and

A(z) =sup{a|a € (0,1] & z € A} (1)

Since the fuzzy numbers are upper semicontinuous real functions, then each a-cut may be replaced by
its endpoints, say u;, for the left endpoint and u} for the right endpoint. Hence, each fuzzy number can
be completely represented by two functions u,v : [0,1] = R (u™(a) = u; and u™(a) = u}) such that

1. u~ is a bounded monotonic non-decreasing function which is left-continuous on (0, 1] and the right-
continuous for v = 0,

2. u* is a bounded monotonic non-increasing function which is left-continuous on (0, 1] and the right-
continuous for o = 0,

3. v (a) <ut(a) for any a € [0, 1].

The arithmetic operations between two fuzzy numbers A and B represented by pairs of functions (u,, uX)
and (ug, ug), respectively, can be introduced using a suitable manipulation of the functions u and v. For
example, A + B can be simply obtained by (uj; + up,u} + u};). For further definitions of arithmetic
operations, we refer to [14]. Since the modeling of fuzzy numbers and the manipulation with them is not
so simple in general, we use the parametric representation of fuzzy numbers proposed by Stefanini et al.
in [14] and in particular their matrix form:

- - - + + +
U= (E ) ol o S} apa ur = (B ) 2 (Fe e e
a- Ay, .. dy, ar i, ... df

where ap = 0 < a1 < -+~ < a, =1, {f5 o ({f,}iso) and {d }iy ({d }i-y) denote the sequences
of knots and slopes, respectively, from which v~ (u™) is derived as a piecewise rational cubic Hermite
parametric function (see [6, 14]). The set of all such LU-fuzzy numbers will be denoted by Fry.

3 Fuzzy random variable and its presentation

Here, we follow the approach to fuzzy random variable proposed by Kwakernaak [11, 12] and later
formalized in a clear way by Kruse and Meyer [10]. In this approach, a fuzzy random variable is viewed
as a fuzzy perception/observation/report of a classical real-valued random variable. Moreover, fuzzy
random variables require special tools of their presentation — we present some alternatives in the second
part of this section.
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3.1 Fuzzy random variable

A fuzzy random variable is simply defined (in Kwakernaak and Kruse-Meyer sense) as a mapping that
assigns a fuzzy number from a certain set of fuzzy numbers to each elementary event in such a way that
a-cuts (over all elementary events) define random intervals. Here, we use the set of LU-fuzzy numbers
from Fr to represent the values of fuzzy random variables. Following the Kwakernaak and Kruse-Meyer
idea, we propose an appropriate definition of fuzzy random variable for parametrically defined LU-fuzzy
numbers based on random matrices.

Definition 1. Given a probability spaces (Q, .4, P), a mapping X : @ — Fpy is said to be a fuzzy
random variable (or FRV for short) if there exists a partition 0 = o < -+ < ay, = 1 of the interval [0, 1]
and mappings

F,F*, D~ D":Q - R

such that p; o F~, p; o F*, p; o D™, p; o DT, where p; denotes i-th projection, are real-valued random
variables for any ¢ = 0,...,n and X (w) is determined by random matrices

oy [F(w)\ (poF (w) ... ppoF (w)
v (w)_<D_(w))_(pgoD_(w) pnoD_(uJ))

) = Ff(w) _ pooFt(w) ... ppoFt(w)
UTw) (D'*'(u,)) <pooD+(w) pnoD"'(w))'

Note we assume in the definition of the fuzzy random variable the same probability space for knots
as well as slopes from which LU-fuzzy numbers are derived. Nevertheless, one could admit that the
randomness of knots and slopes may be modeled in different probability spaces.

Definition 2. We say that two FRVs X and Y are independent (identically distributed) provided that
p;oFy, p;oF}, pio Dy, p; o D% and p; o Fy, p; o FY, p; 0 Dy, p; o DY are independent (identically
distributed), respectively, for any i = 0,...,n.

Note that using the interpolation the resulting FRVs are the FRVs in the Kruse-Meyer sense, i.e., all
a-cuts are results of random intervals.

3.2 Presentation of fuzzy random sample

One of the simplest methods to present data from a random sample is to construct a histogram. In order
to present fuzzy data represented by the LU-fuzzy numbers obtained from a random procedure we will
extend the concept of histogram. Our approach is more or less straightforward and uses a-cuts for the
construction.

Let us suppose that Ay, ..., A, are LU-fuzzy numbers which are values of FRVs X1, ..., X, which
are independent and identically distributed.! Let the suitable interval be divided in M mutually disjoint
bins B; of a bin width h covering the considered interval. For each o € [0,1) we can determine the
histogram as follows:

uh ()
S X (y)dy
s, (@)

hal(z) = I(z € B)) 7, 3
b ,,,hZZ B A @) @ ®

i=1 j=1

and similarly for o = 1 we get:

m M
fh 1 ZZ T e B Z, c Bj)7 (4)

Let us stress that the parameters of LU-fuzzy numbers need not to be determined under the same probability distribution
in general.
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Figure 1 Evolution of gold prices (left) and thier returns (right) over 2003-2014

where z; = uy (1) = u} (1) and (-) denotes the indicator function:

14) :{ 1, if A holds, )

0, otherwise.

A collection {fp,o | a € [0,1]} of histograms defined above will be called the fuzzy histogram. Given a
fuzzy random sample Ay, ..., A, and a number ¢ € (0,1), a g-th fuzzy quantile is an LU-fuzzy number
determined by the matrices

U = vf:o,q fo?nvq and U+, f;ro-,q Otl.q
P \d; . dg Lo VR s

@0,q Qn,q @0,9 Qn,q

where f7 q denotes the common g-th quantile for the values fA;‘ PUTTT fj‘:m_a’ and dfm the corresponding
slope for the knot fF, .2

4 Tllustrative example

In order to present the power of the fuzzy-quantiles in more details, let us assume a price of gold.
Although gold can be regarded as highly liquid asset, its price as well as the volatility of its returns
can be strongly affected by market distress situation, changes of believes of large investors, including
governments, and as well as their fears.

Let us assume a time series of gold prices since January 2, 2003 until December 31, 2014 (daily
closing prices were downloaded from www.yahoo.com). First ten years, i.e., 2003-2012 will be used for
the construction of the LU-fuzzy volatility. Next, the last two years data will be used for backtesting
purposes.

Figure 1 shows the evolution of gold prices over given period (on the left) and discretely calculated
returns (on the right). In both cases the vertical line separates charts into estimation (2003-2012) and
backtesting subperiods (2013-2014). Apparently, the price for sharply rising starting with year 3, which
was, however, interrupted by several large drops. Such behaviour results into much higher volatility in
recent years, or even instability of the price. Note that the backtesting subperiod shows rather decrease
in the price, while volatility is kept still high.

The estimation period shows several distinct regimes of the price variability, which can be easily used
for construction of LU-fuzzy volatility in line with [3]. Obviously, the shape of the LU-fuzzy volatility
can vary a little during the time as we gain new information. Notwithstanding, the LU-fuzzy volatility
will look more or less as pictured on Figure 2 with vertical line showing the crisp volatility number.

Knowing the volatility we can now follow the simulation procedure suggested in [8] and estimate the
Value at Risk, obviously, as an LU~fuzzy quantile, see [8] for more details. Now we can use the remaining
time series of gold prices and run the backtesting procedure, i.e., comparing the estimates of VaR (in
terms of LU-fuzzy number) with the true losses. Obviously, the number of exceptions will be closed to
the assumed number only if our estimate of the price returns volatility will match the true behaviour.

2We consider here the simplest technique to derive g-th quantile when the value Mg is round up (if it is necessary) to
the next integer to obtained the appropriated index for the quantile (no estimation is used).
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Figure 2 Shape of the LU-fuzzy volatility of gold returns as obtained over 2003-2012

Moreover, since each degree of uncertainty comes with interval volatility, which, in turn, implies interval
VaR, the capital to cover the risk for a give level of uncertainty is also an interval. However, in reality,

the manager should select either the minimal or maximal value, depending on the kind of the position
and policy (risk, risk averse) followed by the entity.

a

volatility 1% 5% 10% 0.1%
Omin 15 39 75 4
a1(=) 1 32 62 2
oa(—) 9 27 49 2
o3(—) 720 47 1
oa(—) 4 17 39 1
T 4 13 30 1
ga(+) 2 12 23 1
o3(+) 2 8 19 0
o2(+) 1 6 16 0
o1(+) 0o 4 15 0
Imaz 0 3 9 0
assumption 5 25 50 1/2

Table 1 Observed exceptions for various levels of volatility

As an example, in Table 1 we provide observed number of exceptions of daily VaR estimates over
2013-2014 (about 505 observations in total) assuming volatility at different nodes of the LU-fuzzy number

together with the assumed number of exceptions. The backtesting procedure is evaluated for four distinct
probability levels.

Let us assume the standard level for risk management in bank (Basel Accord), which is 1% probability
level. The crisp number of volatility would lead to almost the same number of exceptions (4 v. 5); the
same is true for LU-fuzzy volatility with membership one. If we decrease the membership, i.e. the level of
certainty, we get interval volatility, which leads to two extreme VaR’s — each showing a distinct number
of exceptions. Obviously, maximal volatility is the most conservative estimate and indicates much lower
number of exceptions as should be assumed, as well as much higher capital then would be efficient.

However, if we increase the probability level to 5% or even 10% we can see that the crisp level will
on average lead to overestimation of the risk level. Adequate risk level would be obtained with rather
aggressive o2(—). By contrast, when we are interested in risk levels in tails, such as o = 0.1%, see the
last column, we should rather select conservative value of o2(+). The reason of such behaviour might be
that the underlying distribution of gold price returns is far from the assumptions of normality.

5 Conclusion

Market risk estimation is a crucial part of the management process in financial institutions. In this paper
we have suggested utilization of a methodology based on fuzzy numbers as a tool to estimate VaR and
subsequently the suitable amount of capital to be kept to cover potential future risk and we have also
showed what might be the impact of backtesting of VaR specified as an LU-fuzzy number.
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Obviously, if we can detect which processes is followed by the price returns, we should used it. However,
in case that we do not have enough information for its reliable estimation, application of Fuzzy sets theory
or even Uncertainty theory [13] can provide us complex picture about potential future impacts. In the
future, the methodology should be extended to deal with more variables (portfolio risk).
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Strong Markov perfect general equilibrium with innovation
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Abstract. We analyze general equilibrium in an oligopolistic economy with innova-
tion. The model has the form of a stochastic game. Firms, labor unions, and com-
mercial banks are players in it. Single period production possibility sets of firms and
banks can be changed by innovation. A strong Markov perfect general equilibrium is
a solution concept in the analyzed game. It is a profile of Markov strategies such that
no coalition of players in no subgame can increase average discounted expected real
wealth of its stakeholders. We show that it exists in our model for any discount fac-
tor.

Keywords: general equilibrium, innovation, oligopoly, strong Markov perfect equi-
librium.
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1 Introduction

In the present paper, we analyze a stochastic game modelling general equilibrium in an oligopolistic economy
with innovation changing single period production possibility sets of firms and banks. Innovation results from a
successful research and development (henceforth, R&D). The latter has stochastic nature and is the only source
of uncertainty in our model. Firms, banks, and labor unions are players in the game. A strong Markov perfect
general equilibrium (henceforth, SMPGE) is the solution concept that we use. It is an application of Rubinstein's
[4] strong perfect equilibrium to Markov strategies in our game. (See [3] for characterization of Markov strate-
gies.) It is a profile of Markov strategies with the property that no coalition of players in no subgame can in-
crease average discounted expected real wealth of its stakeholders (i.e., shareholders or members).® A profile of
strategies of members of a coalition maximizes average discounted real wealth of its stakeholders if there does
not exist another profile of strategies that (with unchanged strategies of the players outside the coalition) allows
its stakeholders to increase sum of average discounted expected consumed quantities of each consumption good
and to decrease sum of average discounted expected supplies of each labor service to each firm and bank (that is
not yet zero). We show that an SMPGE exists in our model for any discount factor. We analyze its welfare prop-
erties in our accompanying paper [5].

2 Model

Throughout the paper, N is the set of positive integers and R denotes the set of real numbers. We endow each
finite dimensional real vector space with the Euclidean topology and each infinite dimensional Cartesian product
of finite dimensional real vector spaces with the product topology. We use the following symbols for relations
between vectors. Let acR" and beR". Then a>bimplies that a, >b, for each je{l,...n}, a>b implies
that a>b buta=b, and a>>b implies that a, >b, for each je {ln} For any subset A of a vector space,

con(A) denotes its convex hull.

J UBUL is the finite set of players in the analyzed game. J (B, L) is the set of firms (commercial banks,
labor unions). We denote the analyzed stochastic game with discount factor 55(0,1) byl“(é). It is played in

! Comenius University in Bratislava, Faculty of Social and Economic Sciences, Institute of Economics, Mlynské

luhy 4, 82105 Bratislava, Slovakia, milan.horniacek@fses.uniba.sk.

2 Comenius University in Bratislava, Faculty of Social and Economic Sciences, Institute of Economics, Mlynské

luhy 4, 82105 Bratislava, Slovakia, lubica.simkova@fses.uniba.sk.

® Maximization of the real wealth of shareholders of a firm was introduced into the literature by [2].

* Taking into account space limitations, we describe here only basic features of the model that are essential for

the proof of the existence of an SMPGE. Further details of the model can be found in our paper presented at

SAET 2015 conference in Cambridge, available at the conference website
http://saet.uiowa.edu/papers/2015/horniaceksimkovaSAET .pdf
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periods numbered by positive integers. Each player observes past actions of all other players.
G =G, UG UG, UG, is the set of goods in the model. G, (G,, G, G ) is the countable infinite set of new
consumption goods (producer goods, banking products, labor services). Since product innovation leads to emer-
gence of new goods and 1“(6) has infinite time horizon, we allow countable infinite set of goods. Nevertheless,

there exists nc e N\{l} (n eN\{L}, ne eN\{1}, n.eN\{1}) such that, in each single period, at most nc

consumption goods (HJ producer goods, HB banking products) can be produced and at most HL labor services
can be provided. We assume that all consumption goods are differentiated. For eachgeG, yr >0 is the max-

imal amount of good g that can be produced (provided) in a single period, pr= is the upper bound and pr™ the
lower bound on its price. We assume that sup, .y and sup,.g pgﬁx are finite andinf ,yr >0,
infgeg PG >0.

1 is the finite set of infinitely living consumers. Their endowments by labor services depend on the set of
goods that can be produced. Each consumer makes his decisions (on consumption, savings, borrowing from
banks, deposits to and withdrawals from bank accounts, and labor supply) on the basis of maximization of his
average discounted expected utility in the infinite horizon. For each i e | his average discounted expected utility
is computed using his single period vonNeumann - Morgenstern utility function u, (which is the same one in

each period). Its argument is a vector containing consumption of non-durable consumption goods, available
quantities of durable consumption goods of all vintages, and provision of each labor service to each firm and
bank. We assume that it is generic, strictly concave, and such that each consumer's maximization problem has
the unique solution.

A single period production possibility set of k € J B, denoted by Y, , contains all netput vectors that are
technologically feasible for k . (In a netput vector, inputs have a negative sign and outputs have a positive sign.)

Assumption 1. For each ke JUB, (i) 0eY,, (ii) if y, €Y, and Yy, = 0 foreach g G, then Y, <O for
each g G, (iii) if Y, eYk and y, <vy,,then y, €Y, (iv) Y, isclosed, (v) the upper boundary of Y, is convex,

. . . y ¥, max}y, 0
and (vi) there exists ¢ >0 such that for each y, €Y, with at least one positive component 327 <@
_ Y

9e6

Firms and banks can change their production possibility sets in the following periods by successful R&D.
New production possibility sets also satisfy Assumption 1. Individual firms and banks, as well as their coalitions,

can conduct R&D. An R&D project can last at most Treo € N periods.

In order to keep the model as simple as possible, we assume that - except for credit contracts - all contracts
are concluded for one period. A contract for delivery of a producer good specifies the delivered quantity and the
unit price. It can be concluded between a firm as the seller and a firm or a bank as the buyer. It is concluded if
and only if the seller's and the buyer's proposal coincide.® (If a seller and a buyer coincide, it is a planned produc-
tion of a producer good for own use.) A credit contract specifies the lent amount, maturity of the loan, and the
interest rate per period. It can be concluded between a bank as the lender and a firm or another bank as the bor-
rower. A credit contract is concluded if and only if the bank's proposal and the customer's proposal coincide. For
consumers, each bank b e B specifies in each period t e N the interest rate for deposits and the interest rate per

® This is a shortcut for modelling of the bargaining between a seller and a buyer. An attempt to model this
bargaining would make the model much more complicated and longer. Moreover, there does not exist a widely
accepted model of finite horizon bargaining that could be applied to model bargaining between a seller and a
buyer. Even if there were such model, taking into account strategic linkages between periods, the players could
agree to deviate from the behavior consistent with it.

If a potential supplier is not interested in delivering good g to some potential buyer, or a potential buyer is
not interested in buying good g from some potential supplier, he proposes zero quantity and price p* for g. The

same convention applies also to proposals of credit contracts and labor contracts.. A bank cannot completely
discourage a firm or another bank from having a deposit in it, but it can set the lowest possible interest rate for
undesirable customers.
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period for consumer credit provided in period t. Each beB in each period teN specifies for each
keJ u(B\{b}) interest rate for deposits made by k in b in period t.

A labor contract for period te N can be concluded in period t -1 between each labor union as the seller
and each firm and each bank as the buyer. It specifies hourly wage and the upper bound on the employment (in
hours) of a labor service. It is concluded if and only if the seller’s and the buyer’s proposal coincide. Wage rates
specified in labor contracts concluded by labor unions are used by consumers in decisions on their labor supply.

Each period t e N is divided into eight phases.® Each firm and bank makes a decision on deposits to banks
in each phase in which it has revenue. It makes a decision on withdrawal from its bank accounts in each phase in
which it incurs expenditures.

In the first phase (of each period other than the first one), firms and banks learn whether R&D projects, in
which they participated in the preceding period, were successful. R&D projects that were successful, as well as

those that were not successful but have already been carried out for Treo periods, are terminated. Further, firms
make proposals of contracts for delivery of producer goods to other firms and banks, and firms and banks make
proposals of contracts for purchase of producer goods to other firms. Firms capable of production of consump-
tion goods make decisions on production of these goods. Firms and banks make decision on starting new indi-
vidual R&D projects (on number of started projects and for each project on planned inputs and desired produc-
tion possibility set). They also make proposals of contracts on joint R&D to other firms and banks. Proposals of
contracts for delivery of producer goods and decisions on production of consumption goods by each firm should
be technologically feasible with respect to its input vector (which contains produced inputs purchased in the
preceding periods and labor services secured by the contracts concluded in the preceding period). In evaluating
input requirements, a firm or bank should take into account also input requirements of R&D projects continuing
from the preceding periods, R&D projects it decided to start in the current period, and proposals of joint R&D
projects made in the current period. Banks announce the deposit interest rates for consumers' deposit accounts,
the individual interest rates for deposit accounts of firms and other banks, and the interest rates for consumer
credits. Banks pay the interest on deposits made in the preceding period. Firms and banks choose dividends per
share and pay the dividends. The dividend per share of k eJ U B should not exceed k's profit in the preceding
period minus the sum appropriated in the preceding period as a consequence of unpaid debts divided by number
of k's shares. (The profits in period zero are given.)

In the second phase, production and delivery of producer goods by firms according to concluded contracts
and production of consumption goods and announcement of their prices by firms capable of producing them
takes place. If firm jeJ buys producer goods from firm ke J\ {j} and the value of its purchases exceeds the

value of its sales to k, it pays to k only the difference between these values. Firms and banks carry out R&D
under all new projects (that they decided to start in the preceding phase, either individually or on the basis of
contracts), as well as under projects continuing from the preceding periods.

In the third phase, wages are paid.
In the fourth phase, sale of consumption goods takes place.

In the fifth phase, banks make proposals of contracts for granted credit to firms and other banks and firms
and banks make proposals of contracts for received credit to banks.

In the sixth phase, installments (including interest) of the credits granted in the preceding periods are paid.
If a firm or a bank is unable to pay installments of its debt, the creditor banks appropriate its profits in the current
and following periods until the owned sum is repaid. If there are two or more creditor banks, they divide the
debtor's profit in the ratios given by the unpaid sums.” If a consumer is unable to pay his debt, creditor banks
divide between them his financial resources in the ratios given by the unpaid sums.

® Description of this division is needed in order to make the specification of the model complete. Nevertheless,
we do not give a detailed description here because we do not need it to prove our results. It is enough to ensure
that the activities within a period and in successive periods take place in the order compatible with technological
and logical requirements (e.g., production and sale of produced inputs precede their use in production). We do
not view the phases of a period as calendar weeks or months. Therefore, the interest on deposits made in period t
does not depend on the phase of period t in which it was made.

" For low values of the discount factor this appropriation rule can lead to moral hazard on the part of firms
and banks. Nevertheless, in equilibrium (where each bank maximizes real wealth of its shareholders with respect
to given strategies of all other players) banks take this danger into account in formulating their proposals of cred-
it contracts. Also, in an SMPGE all consumers pay all installments of all their debts
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In the seventh phase, labor unions make proposals of contracts for delivery of labor services (in the follow-
ing period) to firms and banks and firms and banks make proposals of contracts for purchase of labor services to
labor unions.

In the eighth phase, members of each labor union apply for jobs in the firms with which their labor union
concluded a labor contract in the seventh phase.

In F(5) we restrict attention to pure Markov strategies. We denote the set of pure Markov strategies of play-
er keJUBUL by §K andset S = erluBuLé—K . A pure Markov strategy of a player depends only on payoff

relevant elements of a non-terminal history. We denote by S the subset of S that contains only pairs of con-
tract proposals of a buyer and a seller that coincide. (Starting from any s € S , the latter property can be secured
by replacing pairs of contract proposals that do not coincide by a pair of proposals that coincide and specify zero
delivered quantity.) S-is the subset of S containing only profiles of continuous strategies (i.e., strategies that
are continuous in payoff relevant elements of a non-terminal history). Since the outcome of a strategy profile
(i.e., inputs, outputs, prices, and R&D activities) depends only on concluded contracts with positive traded quan-
tity to which it leads and on its prescriptions after histories consistent with it, we can restrict attention to S*.
SMPGE on S+ is immune to deviations by any coalition to any profile of its strategies (even non-Markov one).
We denote by 3 the set of states. Each o3 contains all non-terminal histories that have the same payoff
relevant elements. 3, is the set of states in the first phase of a period. We denote the initial state by o, . 1"(”)(5)
is the class of subgames following histories belonging to o . Restriction of any set or function defined for F(5)
to 17 (8) is indicated by subscript “(c)™. For each D € 2:02- \ {5}, function y, assigns to each s € con(§) the

vector of average discounted expected aggregate consumed quantities of new consumption goods and average
discounted expected aggregate labor supplies to individual firms and banks multiplied by minus one by stake-

holders of players in D . It is continuous onS*. For D e2've-t \ {5} and Secon(§), A(s) is the set of all

vectors of average discounted expected aggregate consumed quantities of new consumption goods and average
discounted expected aggregate labor supplies to individual firms and banks (multiplied by minus one) that are
feasible for stakeholders of players in D when the players follow s.

For each se§S , 3, (s)is the subset of 3, containing states that occur with a positive probability when
the players follow s. For each S S, each ce3,(s), and each te N, z(s,o,t) is the probability of oc-

currence of state o in period twhen the players follow s. For each Se€S and each oe Sl(s), let

N (S, 0') < G be the finite set of goods that can be produced (in the case of labor services provided) at state

o when the players follow s.

Set ¥ expresses relations between average discounted expected used quantities of labor services with minus
sign in each firm and bank and average discounted expected outputs of consumption goods at eachoc €3, . It is

generated by some seS . We denote by ¥ the upper boundary of ¥ . Part (v) of Assumption 1 implies that it is
convex. Function y, assigns to each y e ¥ the vector of average discounted expected aggregate consumed

quantities of new consumption goods and average discounted expected aggregate labor supplies to individual
firms and banks multiplied by minus one by all consumers.

For each w € ¥, denote by S (a//) the set of Markov strategy profiles that generate v .

Denote by ga(n//) the set of feasible vectors of prices of consumption goods and labor services in each firm
and bank at states in 3, for which there exists K(y/, p) such that the subspace of

HgsGmMs,a)[—zleN5t_1”(5'0't)y5"“ ’OT(JUB)

USES‘(,,,) naeﬁl(s) - .
XHQEGQQN(S‘J) O’ZIEN(S‘J)é‘ ﬂ(S,O',t)yg
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defined by pz=K(y, p) istangentto ¥ at y . S;(g,, ¥, and @(01('/’) are defined for 1"(5,(5) in an analo-

gousway as ¥, ¥, and @y for 7(5). We define () in an analogous way also for each x (0,1) and
each y ex¥ .

Assumption 2. ¢ () is non-empty for each o 3, each x<(0,1], and each y e ¥ ,.

Definition 1. A strategy profile s"e S is an SMPGE of 7(5) if there do not exist e J, D e 2us-t \ {3},
S €550 X €A SrS,) fand z, e 1T, (0,00)x 1T, , 1T, . (0,0) such that X, =y,(s;,)+2,, for each

ke’ £ geG

geG, and X, = 7o,(S,, )+ 2, for each (k,g) (3 UB)xG with 7,[s:,)>0.

3 Existence of an SMPGE

Proposition 1. For each §<(0,1) and each 7~ € P’ there exists 5 € S* that (i) is an SMPGE of 71(5), (ii) it
generates a vector of prices belonging to @), and (iii) 7, .. (s)=7,(w").

v

Proof. Take arbitrary 5 «(0,1), u/* e and let @ be the set of all distributions of 7,(w") among con-
sumers. We define function A:con(S)x® — [0,1] in such a way that f(s,0)=0 if and only if the requirement
of Definition 1 is satisfied for each D€ 2"e\{@,J UBULY}, 7, (s)=7(w"), s generates price vector
belonging to ("), and seS*. Fix (arbitrary) i® e, i@ e1\{i®}, and define 69 c® by assigning whole

o'
7,(w) to i®. Choose (arbitrary) g% G, such that y_,()>0. Further, fix eWe 0,$
” max ;. ‘079(1)“
and & (O mln{e 0 — &% max [0 - 0%, })
Let X :(ngGLR*“uBJ xﬂgescR)’“’ . Define function f:con(S*)x@ — X by
f0(s,0)= 069 +[1+ A(s,0) 0 - ). o)

Take the coordinates q® and g® in X suchthat g® corresponds to consumption of g® by consumer i®
and @ corresponds to consumption of g® by consumer i . For each ne{l,Z} let vi) be the unit vector in X
with coordinate g equal to one. Define function f@:con(S*)x®— X by

f@(s,0)=fo(s,0)
+ A5, 6)@ + £t]|0 - 0] vo —ve) @

Set f# =fWand f2)=f®. For each ceI\{g,} we define set O, and functions ffand f2 i an

(00)
analogous way as set @ and functions f®and f®, using oY, el &ty vg),, and v2) chosen in analogous way

as 6, &¥, £, v, and v . Finally, define function f :con(S*)xTT,..0,, —>con(S*)x .. X by

1s.00,).)=(s(fe(s.4.0)).) ®

It can be shown that f satisfies all conditions of Theorem 2 in [1]. Therefore, it has fixed point
(s‘,(&:‘d) )econ( )XH@ ), - By construction of f, £ _|s ( ) 0 for each o€ 3. This implies that s*
satisfies the requirement of Definition 1 for each DeZJUB“L\{QJuBuL} in each subgame,
7JL/BL/L(S)' :yw(w‘), " generates price vector belonging to go(t//) and s" e S*. Using the fact that a fixed point
with analogous properties exists also for other elements of W and consumers' utility functions are generic, we

*Wereplace A, (Sy.,S,)bY A . (s) if D=JUBUL.
° Due to space limitations, we give here only an outline of the proof.
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can show that s* satisfies also the requirement of Definition 1 for JLWBUL in each subgame of 715 ), which
completes the proof. Q.E.D.

In our paper, an SMPGE s a fixed point of a function. Its functional values depend on the extent to which
equilibrium conditions and some other requirements, which should be satisfied in an equilibrium (e.g., that a
strategy profile should belong to the set of feasible continuous strategy profiles, not just to the convex hull of the
latter), are violated by its vector argument. An argument, at which none of them is violated, is a fixed point of
the function. This approach can be used if and only if for each of the equilibrium conditions and other require-
ments there exists an argument of the function at which this condition or requirement considered separately is
satisfied. (In our paper, we cannot establish separately that there exists an argument of the function that does not
allow the coalition of all players to gain by a deviation in any subgame. Therefore, we had to prove the immunity
of a fixed point to deviations by the coalition of all players separately.) Then the proof of the existence of a fixed
point is tantamount to the proof that all these conditions and requirements can be satisfied simultaneously.

4 Conclusions

It can be surprising for a reader that an SMPGE exists for anyb‘e(o,l). The explanation lies in the difference
between our general equilibrium infinite horizon model of an oligopolistic economy and infinite horizon games
modeling one oligopolistic industry (without binding capacity constraints in equilibrium). In the latter, firms can
increase their outputs and sales. This enables them, as well as coalitions of them other than the grand one, to
violate a collusive agreement. A punishment can wipe out gains from a single period deviation only if discount
factor is sufficiently close to one. In the case of our general equilibrium oligopolistic model, inputs are deter-
mined by concluded contracts. Thus, in the second phase of any period, a firm's ability to increase outputs of
consumption goods is constrained by inputs purchased (including labor services hired) in the preceding periods
and contracts for delivery of producer goods concluded in the first phase of the current period. Also, ability of
any coalition of firms other than the grand one in any period to increase outputs of consumption goods by its
members is limited by inputs purchased in the preceding periods and contracts on delivery of producer goods
with firms outside the coalition concluded in the current period. A coalition of firms other than the grand one
contemplating a deviation in the first phase of a period can change contracts for delivery of producer goods
among its members. Nevertheless, in the case of contracts with firms outside the coalition it can only refrain
from concluding them. Moreover, inputs contracted in the current period will be used for production of con-
sumption goods only in (in the case of durable inputs starting from) the following period, in which players out-
side the deviating coalition can already react to a deviation by their contract proposals and production of con-
sumption goods. Therefore, an SMPGE exists also for low discount factors.
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The Regularization of the Random Walk
Richard Horsky

Abstract. The non-stationary time series seem to be a sepoblem for their in-
stability which leads to poor results in forecagtitunfortunately they occur fre-
quently in economic and financial practice. A tyiexample of a non-stationary
process is a random walk. It can be defined asahetion to the stochastic differ-
ence equation of the first order. Lool at this dfumas an operator equation allows
us to employ the access of the functional analysis.

It turns out that the equation describing the ramdealk is an ill-posed problem.
The term of ill-posedness was introduced first bidddamard (1902). It means that
the solution to the given operator equation eitti@es not exist at all or it is not
unique or it is unstable. The ill-posed problem tm®e regularized if we wish to
obtain a reasonable result. There exist a lot othous of regularization. One of
them is the well-known Tikhonov regularization meihnamed by the outstanding
Russian mathematician A. N. Tikhonov, who introdliten early 1960's.

Keywords: random walk, symmetrization, ill-posed problenguiarization.

JEL Classification: C220
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1 I1ll-posed problem and itsregularization

The termill-posed problem (improperly posed problehgs appeared at the beginning of th& 26ntury. J.
Hadamard formulated (1902) what means that a pmokike well-posed. He introduced the term of well-
posedness in the context of his study of the patifizerential equations. Archetypal well-posed lpiems are the
Dirichlet problem for Laplace’s equation or the Clay problem for wave equation. Hadamard also gaee t
example (classical today) of the problem whichas well-posed: the Cauchy problem for Laplace’sagigun.
Hadamard’s concept reflected the idea that any emaditical model of a physical phenomena should b#vee
following properties:

* There exists a solution to the problem (existence);

* There is at most one solution to the problem (uenigss);

¢ The solution depends continuously on the datai(gsgb

A problem which does not satisfy at least one ebéhconditions was called ill-posed problem. Ihéar out later
that many branches of not only natural scienceslvvill-posed problems (astronomy, geophysics, iniee
and others).

In 1950's a great attention was drawn to ill-popeablem. Here we have to recall the names of antihg
Russian mathematicians A. N. Tikhonov, M. M. Latrewn, V. K. Ivanov and their disciples, e.g. V. Woro-
zov. They contributed much to the development ef ttieory and appeared new techniques which became a
fruitful area in numerical analysis. The foundaiaf approximate methods for solving ill-posed peols were
laid by A. N. Tikhonov. He gave a generalizationtloé classical Hadamard’s concept of well-posednésise
problem.

Many problems in mathematics and applied scienashe formulated as an operator equation
Ax=b, (€]

where A:V - W is a mapping defined on a normed linear spaedgth values in a normed linear spaaeb in
Wi is given. IfV andW are Banach spaces aAds a linear, bounded and injective operator wittiased range
R(A), the inverseA™ is bounded as well (see [6], p.176). Then the prokEnis well-posed. The typical ex-
ample of the well-posed equation (1) is the Fredhabegral equation of the second kind (see [5], p. 88)

The equation (1) is ill-posed if eithéris not bounded below (see [4], p. 73) or its righess not in the range
R(A), whereV andW are Banach spaces. The typical example of the tmpesdich is not bounded below is a
compact operator of infinite rank. In the case ofllaposed problem some steps has to be carried outier ¢o
obtain a reasonable solution to the given ill-posedbiem.

1 University of Economics Prague, department of mathies)aEkonomicka 957, Prague 4, rhorsky@vse.cz.
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1.1 General concept of regularization

Suppose (1) is an ill-posed problexhand W are normed linear spaces,is a bounded linear operator. In the
following considerations we will deal with the caseisthoften arises in practical situations: the inversA &
not bounded. Then the stability of the solution idatied and may be restored by an approximation ofjiven
ill-posed problem by a well-posed one. The procedimethis replacement are calleglgularization methods

The regularization family for Ais a set of bounded linear operatoR, :W -V, a>0, for which
Iing |R,Ax=X|=0 for any X0V . The regularization family may not be uniformly bdex. In fact, if there
a -0+

were a constar€ such that for anyr >0we would have|R, | <C, then for anyy OR(A)we would obtain the
following inequalities

[y <Aty = Roy] + [Ra vl <[5x = Ro A + [Ra i < = Ro A4+ vl @

The first term on the right side in (2) tends to zasar — O (the definition of the regularization family) but i
yieldsA’1 is bounded (contradiction).

Another fact within the regularization is that thght hand side in (1) involves some noise. Suppose that
bs OW is a perturbation df, where|b - by| < 5. We define
Xa,ti = Rabd- (3)

The vector (3) is callethe regularized solution to (1).

Let x”= A™lb be the exact solution to the problem (1). The follmyfundamental estimate for the error of
the regularized solution shows what is the essentiddiem:

%7 = xa ] <[[%" = Reb + [Reb = Robs] =[x = Ry AX] + R . (@)

If a - Othen the first term on the right side in (4) tendgéco (egularization effegtwhereas the second term
grows to infinity {Il-posedness effectWe observe two competing effects which enter (BusTwe are forced to
make a trade off between the accuracy and the $yafilie question of the greatest importance is hovhtmse
the value of the parameter > Owhich is dependent on the giveh>0 (and maybe orb; OW ). We notice this

problem later in the chapter 4 within the discussibtihe Tikhonov regularization method.

1.2 Least square solution asthe generalized solution

We can notice that the exact or rather classicatisolu” to the equation (1) need not exist. If (1) has na-sol
tion, i.e. b0 R(A), one can try to look for a solution in some geneeglisense. The natural requirement for such
a solution is to minimize the residual nofAx—b|. The usual framework for the following consideratiand
notions is tha andW are Hilbert spaces. If there exists such a veggorlV for which

I -t = f Jax-b

' (5)

Xy is called thdeast square solutioor thegeneralized solution to the equation (1) in thesseof least squares

(GSLS). However GSLS need not exist. A sufficieondition for the existence of GSLS is that the @R@A)is
a closed subspace of the sp#¢eThis is the case if e.R(A)is of finite dimension. On the other handRifA)is
a dense subspace W different fromW, then there existb [ R(A)such that the GSLS does not exist.

Xo OV is the GSLS to (1) if and only ¥, OV is the solution to theormal form of the equation (1)

APAx= A"b. (6)
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The GSLS (if it exists) is thus a solution to lineguation (6) and in general need not be uniquanky case
all the GSLS’s form a linear sét, :{x OV : A”Ax= AEb}: X + N(A), where N(A)is the kernel of the operator
A. To assure the uniqueness of the GSLS we have tosenpome additional condition. We usually seleet th
GSLS with the least norm: if,, is non-empty there exists the unique elemiftL,, for which ||X| = XIQLHXH .

2 Stochastic process and its basic characteristics

Stochastic proceds a mappingx : T - LZ(Q, n), whereT is a time domain ansz(QJT) is the space of all func-

tions (random variables) defined almost everywlmrdéhe measurable spa€®, functions, that are square in-
tegrable over the spad® with respect to a probability measure This space is Hilbert space with the norm

derived from the scalar produ@(xv):]'xvdz The mean and variance of any random variakle LZ(Q,n),
Q

are finite numbers, particularly the mean= EX :jxdn and the variancer? =DX = EX? - 2. The time
Q

domain will be the set of all integers here. It me¢hat the values of a stochastic process ar@namnariables
Xy, t=0£1%2,... We will write X = (X‘) to emphasize that the stochastic process is a seguad talk about
a stochastic sequence.

The basic characteristics of the stochastic proaess
+ the function of meang, =EX,;
« the function of variances? = DX, = EX? - i/?;
« the autocovariance functiod(t, s) = coyX,, X) -

2.1 Stationary process and white noise

The concept of the stationary process is well-kn¢see [1], p. 16). Briefly said a stationary precisssuch that
the functions of means and variances respectamsyconstant and the values of its autocovariameetibn are
dependent only on the distance (time lag) of ti@dom variables within the processft, s)=C(t-s0)= y._s.

The stationarity of a process ensures its stoahatbility.

A typical example of the stationary process is Wigte noise. Thewhite noisew =(g) is a stochastic
process withEe, =0, D(E‘)= E(£‘2)= 02>0 and the autocovariancg =cov(£‘,£,_k)= E(é“é‘,_k) for any
integerk. In other words the white noise is an orthogonatey in the Hilbert SpaCEZ(Q,IT). It can be trans-

formed to be an orthonormal system, not necessamplete. The white noise may be used as a basthdor
definition of other processes, mainly for the digiim of the general linear process.

2.2 General linear process

Thegeneral linear proces@GLP) is the process of the form

X4 =,U+z¢k5t—k ) O

k=0

where s a given scalar (mean of the process) (md) is a given sequence of scalars (weights of thequs),
Y, =1. The convergence of the series is taken in theesefhthe convergence in the mean square whidfeis t
same as the convergence in the norm topolo%ﬁﬁ,ﬂ) . The convergence of the series in (7) is equivdlen
the stationarity of the (GLP). The necessary arfficgnt condition for the convergence of (7) inetlmean
square is(¢/k)D ¢, (the space of all square summable scalar sequergesther conditions

D W< ®)
k=0

is only sufficient for the convergence in (7) (§2B.
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3 Lagoperator and the settings of convergence structures

The lag operator plays an essential role in therthef stochastic processes. It simplifies formaitings and at
the same time it is a linear operator. It is neess® specify the spaces which stand for its donsai that we
may analyze its properties, especially its spectiueh us recall the definition of the lag operatdrich is given
e.g. in [3] including its matrix representationsimitable spaces of stochastic sequences:

BiV -V, B(X)=(X4), ©
whereV is a space of stochastic sequences. In the fallpwsection it will be particularly specified.

3.1 Stochastic processin Banach or Hilbert space
In what follows we will consider a stochastic pres€as a sequence of random variables) in the form
Xz(xtvxt—lv--th—kw-) (10)

for any fixed integet, X, OL, (Q,/T), k= 0.The sequence (10) will be regarded as an elemedntardifferent
spaces. The first one iﬁq(L2 (Q,ﬂ)), the space of all bounded stochastic sequenceghethorm

[X].. =supyEXE, (1)

The space/ ,, (LZ(Q, 71)) with the norm (11) is the Banach space like thesital ¢, (see [6], p. 94). The statio-
nary sequences are contained in the s;fanc(ez(Q,n)) .

The second space is,(L,(Q, 7)), the space of all square summable stochastic segsieTihis space is en-

dowed by the scalar produéX,Y) :2:70 E(XH(YH) and it is the Hilbert space with respect to thermo

derived from this scalar product

12)

- %
x|, = [kZ? Exf_k] :

Unfortunately the spac(éz(L2 (Q, 71)) contains no stationary or constant stochastic semse(except the trivial
sequence). It means for instance that there ishitewoise in this space. In spite of this appadeatvback the
spaceéz(Lz(Q,n)), has more comfortable structure for our intentidnmtthefw(Lz(Q,ﬂ)) .We may over-

come the given deficiency if we adopt slightly nfatl concept of stationarity and white noise, respely. As
to the mean we will take only centered processesthose with mean zero. We allow the procesststatio-
nary as far as to the past as one wishes therotine @nd hence the variance) of the random varsabléhin the
process has to fall to zero (otherwise the senig¢$2) cannot be convergent).

Now we set in (9V =7, (L,(Q, 7). It is shown in [2] thaf|B] = | sHupHBXHm =land HBkH =1for any k= 0.
x|_=1

The Banach algebra\(fm(Lz(Q,n))) of all bounded linear operators on the spa(;,e(Lz(Q,ﬂ)) contains all
the polynomials inB. We can also take a power seriesBrand ask whether it defines some element of
Ala(Lo(@.7)):

w(B)=> y\B. (13)
k=0

The series on the right side of (13) converge$indperator norm if (8) is satisfied (see [2]).dtsn is called
thelinear filter. It transforms the white noise to a GLP sincenfdy be rewritten (by (13)) in the form

X=y(B)W. (14)
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Example 1. There is an important class of stochastic procesbésh are described by the stochastic difference
equation

o(B)x =0(B)W , (15)

where CD(B) and@(B) are polynomials (iB) of the ordemp andq respectively. Ifd)(z)¢ OforM <1, then (15) is
well-known ARMA(p,q) process. In this case the equation (15) is wedlepl and (15) has the unique solution in
the form (14), where the linear fiIt¢1(B): lD(B)’le(B). As we will see in the next sectiomi(l)zo, the equa-
tion (1) is ill-posed. Then we encounter a nonistetry process denoted as ARIMAG,d, whered >0is the
multiplicity of the unit as a root of thE(z).Then there is a question: what is a solution 871

The norm of (9) in the casé = ZZ(LZ(Q,IT)) is equal to 1 as well as in the previous case.

3.2 Spectral properties of thelag operator

The contribution [3] deals with the spectral prdjgesr of (9). The spectrum & is the closed unit circle in the
complex pIane:a(B)={zDC:\z{ s]}.The main fact is that for anjl|<1the sequence, =(:L/l,/12,...) is the
eigenvector of (9) assigned Ao The boundary of unit circle is also in the posgectrum but only for
BOA(f. (Lo(Q. 7)) ). 1f BOA(,(L,(@,7)) and |A|=1the operator(Al - B) ™ exists but it is not bounded
and therefore it may not be defined on the Wholacepfz(Lz(Q,n)) or its some closed subspace. In fact
R(/II - B) is a proper subspace (ﬁfz(Lz(Q,IT)) which is dense ink‘z(Lz(Q,n)).lf we set e.gd =1the corres-
ponding eigenvector imm(L2 (Q,r[)) iISE :(1,],],) howeverE DZZ(LZ(Q, ))

The spectral analyse of (9) provides the answeth® problem of solving the equation (15) when
o(B)=1-B.

4 Therandom walk asthe solution to an ill-posed problem
If we seuD(B)= -B,ie. <D(B) is the difference operator, alﬁ(B)=I in (15), then the equation (15) is the
stochastic difference equation of the first order

(1-B)Xx=w. (16)

We will deal with a solution to (16) in the HiIberpace/Z(Lz(Q,n)).This solution is called theandom walk
process.

4.1 Theleast square solution to the stochastic difference equation of thefirst order

In [3] we tried to obtain least square solution(i®). However the spectral analyse of the adjojmerator
Band the well-known relations between ranges andeierespectively of the original operafoand the non-
negative and self-adjoint operaté’A (particularly,RlADA): R(A :fz(Lz(Q, )) N(ADA): N(A):{o}) show

that the normal form of (16) is an ill-posed prahlas well. It is necessary to emphasize that theS38 (16),
i.e. the solution to the equation

(-8 -B)x=( -B"W (€)

need not exist and really does not exist for soigiet side from the spacéz(Lz(Q.ﬂ)). It has been already
mentioned in the section 1.2.

4.2 Tikhonov regularization

The Tikhonov regularization consists in the regaktion of the normal form of the equation (16).€Tiormal
form (6) of the equation (16) is in this case tlygiaion (17). To simplify the writings we sét |1 - B.The

Tikhonov regularization consists in addition of sopositive multiple of the identityl to the operatorAEA. In
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this way we get a bounded linear bijectiak?A+a1 on the spacefz(Lz(Q,n)).The regularized form of the
equation (17) is

(A°A+al =AW, a>0. (18)

The equation (18) is well-posed. The operatBys= (ADA+ al )71ADform a regularization family foA"A. In
the intention of the section 1.1 we replace thetevhbise W by its perturbatioWs, |[W —WéH2 <9,0>01in

(18) and thus we get the regularized solutiop s = R, W ;.

As to the ill-posedness effect it can be seen (thighhelp of polar decomposition and Riesz funeti@alcu-
lus, see [4] p. 87) that the regularization fansiffisfies

1
HRaHSﬁﬂW- (19)

In sequel we will suppose GSL® of (16) exists andX = A"z for someZ 0/, (L,(Q, 77)). We get
S 3 Ja
IR A -], el <22, @)

In the end we substitute the estimations (19) &) (o (4) in order to get the fundamental estiovafior the
Tikhonov regularization applied on the stochasiifecence equation (16):

[} =Xadl

Ja 5
<z, + . 1)

27 7\/;'

We have to ballance the parameterandd so that% - 0 for @ -~ 0andd - 0. One of the well-known
NNa

strategy for the choice of the parameteis the Morozov’s discrepancy principle (see [5]182).

Conclusion

The stochastic difference equation (16) is andkgd equation in the framework of the structurblidert space
éz(L2 (Q,n)). If we try to find its solution as the generalizedugion in the sense of least squares then we come
again to an ill-posed problem (equation (17)). Heevethis approach allows us to use the well-knovkindnov
regularization method and due to this method td &ibleast a regularization solution. It remainsopen prob-

lem how to get a (generalized) solution to theiaagproblem (16) or to the symmetrized problem)(Xfoba-

bly in some more suitable structure than that dibéft or Banach space.
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A discontinuous Galerkin method for pricing of
two-asset options

Jiff Hozman!, Tom4s Tichy?

Abstract. A standard assumption of option pricing models is Gaussian distri-
bution. Despite its simplifying features, it can lead to analytical solution only in
some special cases, such as plain vanilla options, continuously monitored price
of path dependent options, etc. In other cases, a numerical procedure should
be involved to get the option price. In this paper we focus on options whose
payoff is given by several (dependent) risk sources — a so called basket options
— and develop a numerical scheme to their pricing via discontinuous Galerkin
(DG) approach combining the advantages of the finite element methods to-
gether with the discontinuous approach. In order to illustrate the potency of
the presented numerical scheme we carry out numerical experiments with real
data.

Keywords: option pricing, discontinuous Galerkin method, 2D Black-Scholes
equation, basket options, numerical solution.

JEL classification: C44, G13
AMS classification: 35, 90C15

1 Introduction

Basket options [2] are mostly traded at OTC (over-the-counter) markets and play important role in
designing simple but efficient hedging schemes in corporate finance as well as life insurance. While basket
options exhibit approximately the same payoff as a portfolio of individual options, the managing of one
basket option, including potential exercising, is much easier than dealing with several individual options
— therefore the attractiveness for hedging purposes.

Since the underlying value is a weighted sum of individual asset prices, basket options can be regarded
as an option on a portfolio. Thus, it is apparent that besides individual risk factors also a dependency
structure among them plays an important role — and makes the pricing very challenging and we can
rarely find explicit closed form solution to the basket option pricing problem. Mostly, we need to apply
some kind of numerical technique or develop an analytical approximation. While in the past the latter
approach was often preferred, the increasing capacity and speed of computers currently support the use
of the former.

In this paper we focus on options whose payoff is given by several (for simplicity, let us assume just 2)
dependent risk sources and develop a numerical scheme to their pricing via discontinuous Galerkin (DG)
method combining the advantages of the finite element methods together with the discontinuous approach.
The DG concept is based on piecewise polynomial, generally discontinuous approximations, for a survey,
see [6]. From this point of view, DG methods seem to be very promising tool for the numerical simulation
of option pricing problems and provides robust and high-order accurate approximations of solutions
resulting from the two-dimensional Black-Scholes partial differential equation.

While in Section 2 the mathematical problem is formulated, in Section 3 discontinuous Galerkin
scheme is developed. In Section 4 we illustrate the problem assuming a 2-stock option.

!Technical University of Liberec, Department of Mathematics and Didactics of Mathematics, Studentska 2, 461 17
Liberec, Czech Republic, jiri.hozman@tul.cz
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2 European two-asset options

As a model problem, we consider the two-dimensional Black-Scholes (BS) partial differential equation
describing the value of the European option with two assets V' = V/(S1, Sa,t) with the instantaneous
constant interest rate r and volatility of the i-th asset o;, i = 1,2. According to [1], we solve the
following parabolic problem (with reversal time):

%‘: +Ls(V) =0, $1>0, 8 >0, te(0,T] )
with a linear differential (Black-Scholes) operator
1 02V 02V 1 0%V ov oV
Lps(V) = 750%512875% — palvgslszm - 5035’%07522 - 7"51073l — 7‘526752 + 7V, (2)

where S; are prices of the i-th asset and p € [—1; 1] the correlation factor. The evolution problem (1)—(2)
is prescribed on a time interval with the expiration date T' (i.e. ¢ denotes the time to maturity) and it
has to be equipped with the appropriate initial condition as payoff function

max(a1S1 + @252 — K,0), if V is call,

S1 >0, S5 >0, 3
max(K — a1 51 — a252,0), if V is put, ! ? @)

V (51, 82,0) = Vo(51, S2) := {

with the strike price K and weights of the i-th asset «;, i = 1,2.

In order to numerically solve Cauchy problem (1)-(3), the unbounded domain in the variables S; and
S has to be truncated at first, and then this initial problem should be supplied with suitable choices
of additional boundary conditions on appropriate parts of the boundary of the computational domain
Q := (0, 579%) x (0, S5°¥). We distinguish three parts of the boundary 9Q satisfying 9Q = T; UT, UT,
Iy NIy NT3 =0 and defined as

Ty = (0,87%%) x {0}, T5={0} x (0,55'*%), Ts=000R:. @)

The Dirichlet boundary conditions for this two-asset option pricing problem may not be so easy to set up.
Actually, the boundary conditions on I'; and I's (i.e. one of the asset prices is zero) are obtained by using
Black-Scholes formula. On the other hand the boundary conditions on I's arising from the asymptotic
behaviour of vanilla options at infinity. In the spirit of [5], the boundary conditions are given by

@;S; ®(d;) — Ke " ®(d; — 041/t) on Ty, i=1,2,

V(Sth,t)‘(m - { i Viscal, ()

18] + aSy — Ke™ ™t on I's,
or
Ke "®(—d; iVt) — ;S ®(—d; T;,,i=1,2, R .
V(S1,521t)| = € ( +oiVh) —aiSi@(~d;) onTy, i if Vis put,  (6)
a0 0 on I's,
where

In(e; S1/K) + (r +o?/2)t In(agSa/K) + (r +03/2)t
and dy =
o1Vt ooVt

and ® denotes the standard normal cumulative distribution function.

dy =

2.1 Problem reformulation into divergence form

Next, the equation (1) with the operator (2) will be rewritten as a self-adjoint second-order equation,
which is more suitable for the later numerical treatment. Indeed by substitution

z1 =51, wo=2S52, u(zt)=u(xy,xs,t)=V(S1,S2,1t)
the value of the basket option on two assets is given by a price function u(z,t) : Qr = Q x (0,T) — R§
satisfying that

% —div(D(z) - Vu) + V- f(z,u) + ku=0 in Qr, (7)
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where {D(x);;} denotes the symmetric positive semi-definite matrix

1 o2x? POLO2T T
D) = (D)), = - < it ,

2
i,j=2

2 pPO102T1T2 U%.L‘%
the vector-valued function f(z,u) = (fi (2, u), f2(2, ) plays a role of the so-called physical flux, compo-
nent-wisely written as f;(z,u) = (07 + 3po10z —r)z;u, i = 1,2, and k = 3r — 07 — poy03 — 03 is a reaction
coefficient.

From the mathematical point of view the problem (7) represents a convection-diffusion-reaction equa-
tion equipped with the initial condition u® and the set of three Dirichlet boundary conditions up, defined
in the spirit of (3) and (5)—(6), respectively. It is important to note that although equation (7) is formally
parabolic, when it is convection dominated the numerical approximation behaves as if it was hyperbolic
and this fact is the source of many numerical difficulties. Therefore, is should be convenient to follow
novel numerical option pricing schemes in order to solve this problem more accurately.

3 Discretization

In a wide class of problems resulting to a solution of a partial differential equation, the DG method is
rather popular. The standard DG method uses piecewise polynomial, generally discontinuous, approxi-
mation of the p-th order describing a global solution on the whole domain. Therefore, the approximate so-
lution is sought in a finite dimensional space uj, € Sy, := {v;v|r € P(T) VT € T}, where T, = {T}reT;,
is a partition of € into elements T with length h representing the mesh size, and P,(T') denotes the space
of all polynomials of order less or equal to p defined on T'.

By Fi, we denote the set of all open edges of all elements T' € 7. Further, the symbol F} stands for
the set of all I' € Fj, that are contained in  (inner edges) and the symbol f,’? for the set of all I" € Fj,
such that T C 09 (boundary edges). Obviously, F, = Ff U FP. Finally, for each ' € Fj, we define
a unit normal vector fip. We assume that 7ip, I' C 99, has the same orientation as the outer normal of
o). Forip, T € ]-',{‘ the orientation is arbitrary but fixed for each edge. For each ' € ]-',{ there exist two
neighbouring elements 77, and Tr. We use a convention that Tx lies in the direction of fir and T}, in the
opposite direction of 7ip. Since we deal with the discontinuous functions along edges T, it is suitable to

;L) - v‘;m and mean value (v) := (v ;L) + v‘;ﬁ')), where

introduce two new operators — jump [v] := v

(R)
r

7)|§L) is the trace of v|p, on I' and v|"” is the trace of v|p, on T, which are different in general. For

I' € 99, we simply we put (v) = [v] = U\%L).

3.1 Space semi-discrete solution

In order to obtain a semi-discrete formulation, we follow the concept from [4] and multiply the corre-
sponding original equation (7) by a test function vj, € Sy, integrate over an element 7" € 7T}, and apply
Green’s theorem on the diffusion term as well as on the convection term. Further we sum over all T € Ty,
and add some artificial terms vanishing for the exact solution such as penalty and stabilization terms
which guarantee the numerical stability of the introduced method. Consequently, we employ a concept
of an upwind numerical flux for a discretization of the convection term to suppress the undesirable in-
fluence of this term (if it is dominated). Finally, we end up with the following DG formulation for the
semi-discrete solution wj, = uy(t) represented with the system of ordinary differential equations

d
E (uh, 7.’)1> + ah(u;,,t‘h,) + bh,(uh, ’Uh,) + Jh(uh, ’Uh,) + (/{uh, ’Uh) = lh,(vy,,)(t) Yo, € Shp, Vte (0, T) (8)

=:Bp (un,vn)
with the initial condition uy(0) = u(,f where ug denotes the Sy,-approximation of the initial condition u?,
and the notation (-, -) is the inner product in L?(£2). The form ay(-, -) represents the diffusion terms, whose
discretization involves an extra adding stabilization in order to guarantee the stability of the numerical
scheme.

an(u,v) = Y /TJD(aJ-)vlL-dezf > /F<D(x) Vu- i) [p]dS + Y /F(JD(x) Vo - i) [u]dS  (9)

TeTh reFn reFn
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A particular attention should be also paid to the treatment of the convection terms. Therefore, the form
bi (-, ) is treated as in the finite volume method with the aid of the numerical flux H(,-,-) approximating
the original physical flux at partition edges I" as

Z /f.z,u -Vodr + Z/ \(l) <R) rLr) [v]dS (10)

TETh reF,
where
f(x,u\(“) A, fA>0 2 1
H (u ;L), u‘(R), ﬁr) = . fR) , for A= Z (of + —poios — 7') xing. (11)
f(a;,u|F )-ﬁp, if A<0 ~ 2

Furthermore, the penalty terms Jj(-,-) are artificially added to the formulation of the DG semi-discrete
problem and their role is to replace the inter-element discontinuities, a priori arising from DG treatment.

(u, v) Z/H‘\ [u] [v] dS + Z /r‘rluudS (12)

rer] rerp

Finally, the right-hand side form [ (-) arises only from boundary conditions.

=> / ( v-fup(t) + %uD(t) v) ds (13)

rerp

In the next, to simplify the notation, the bilinear form B (-, -) representing the semi-discrete variant of
the linear differential operator (2) is introduced in (8).

3.2 Fully discrete scheme and linear algebraic problem

In order to obtain the discrete solution, it is necessary to equip scheme (8) with suitable solvers for the
time integration. Therefore, we employ the implicit scheme with respect to the time coordinate, giving
the first order convergence in time with the unconditional stability and no limitations on the length of
the time step. For simplicity, we consider a partition of the interval [0,T] with a constant time step
7 =T/M. Let u}, stand for the approximate solution of u(ir),l = 0,..., M, of the problem (8). The
values “’2 at given time levels are computed according to the following formula

1
= (uf, - uﬁfl,vh) + By, (uh,vp) =0 Vop € Sppy, 1=1,2,...,M (14)
-

with starting data uj). Since the problem (7) is linear, the implicit treatment in (8) also leads to a linear
algebraic problem (14) with a sparse matrix at each time level. Finally, the option value u is uniquely
determined by the solution vector of the sparse system above.

4 Practical examples

This section is devoted to the illustration of the potency of the derived numerical scheme (14). Let us
assume a life insurance company with funds invested at the stock market. Since the company assumes
an obligation to pay benefits (pensions) to its clients in the near future, it might be afraid of a large
drop in its investment portfolio value — for simplicity, however, let us consider only a 2-stock basket put
option with 60% Allianz (o = 0.6) and 40% Deutshce Bank (a2 = 0.4), strike at 40 Euro, and maturing
in 94 calendar days. Current date is September 13, 2011 and the two stocks trades at Smf = 59.79
and Swf 23.40 Euro, respectively, with last year estimate of the Pearson linear correlation p = 0.88
and market implied riskless rate for a given horizon r = 0.01557 p.a. The shape of the computational
domain 2 depends on the maximal stock prices. Here, we take S7"** = 130.0 and S5"** = 220.0 in order
to suppress the influence of boundary conditions.

Numerical experiments are carried out with the use of DG method with the piecewise linear approx-
imations (p = 1) on adaptively refined domain  with the constant time step 7 = 1/365 (i.e. 1 day).
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Figure 1 Initial (left) and adapted triangulation (right)

This mesh adaptation is done every 15 iterations and Figure 1 shows initial and final grids. The whole
algorithm is implemented in Freefem++, for more details see [3], and uses UMFPACK as a sparse solver.

For the numerical implementation, we consider four distinct ways of volatility determination using
market data of individual options (i.e. volatilities implied by the market prices of relevant put options) —
(A): constant volatilities o1 = 0.6392, o2 = 0.9461; (B): piecewise constant implied volatility as a function
of z;, i.e. 01 = 01(x1), 09 = 0a(x2); (C): piecewise constant implied volatility as a function of a;;, i.e.
o1 = o1(a121), 02 = 02(22); (D): piecewise constant implied volatility as a function of moneyness, i.e.

o1 =0 it exp(—rT) 09 = 0 9212 exp(—rT)
=0 | ———— — y=0y | ————2 - .
a1 87 + ax857 ' 187 + x5

The results for particular volatility estimations at the reference node [S7/, 55%/] 1ook as shown below:
(A) 15.0376 (B) 15.1607 (C) 15.0376 (D) 15.0393

Clearly, approaches (A) and (C) lead to the same results (volatility is locally the same); also approach (D),
which takes into account the option moneyness relative to prices of both assets. By contrast, approach
(B) shows completely different prices as might be expected due to ignoring portfolio impact. More extend
results showing the impact of particular approaches are depicted in Figure 2.

(A) ®) (© (D)

Figure 2 Comparison of approaches, isolvalues of solutions (p = 0.88), zoom on [0, 78] x [0, 154]

A specific parameter for basket options is the dependency among particular risk sources, which is in
our case of Black-Scholes model the Pearson coefficient of linear correlation — the results of its sensitivity
are presented in Figure 3.
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Figure 3 Space-time plot of solution with approach (D) with p = 0.88 (left) and basket option vs.
correlation plot (right)

5 Conclusion

Basket options belong to the family of exotic options for which explicit analytical solution is mostly not
available. In this contribution we have developed efficient DG approach for pricing of 2-asset basket
options. In the numerical example results for whole range of correlations have been showed. Moreover,
results obtained for various specifications of implied volatilites stress the effort to estimate this parameter
as efficient as possible. The approach can be subsequently extended for more than 2 dimensions so that
pricing of real-life options would be possible.

Acknowledgements

The first author acknowledges support provided within SGS Project No. 21107: Modern numerical
methods III, financed by TU Liberec. The second author was supported through the Czech Science
Foundation (GACR) under project 13-13142S and through SP2015/15, an SGS research project of VSB-
TU Ostrava, and furthermore by the European Social Fund in the framework of CZ.1.07/2.3.00/20.0296.

References

(1] Achdou, Y, and Pironneau, O.: Computational Methods for Option Pricing. Society for Industrial
and Applied Mathematics, Philadelphia, 2005.

2

Hakala, J., and Wystup, U.: Making the most out of Multiple Currency Exposure: Protection
with Basket Options. The Euromoney Foreign Ezchange and Treasury Management Handbook 2002,
Euromoney Institutional Investor PLC, 2002.

[3] Hecht, F.: New development in FreeFem+-+, Journal of Numerical Mathematics 20 (2012), no. 3-4,

251-265.

4

Hozman, J.: Analysis of the discontinuous Galerkin method applied to the European option pricing
problem. AIP Conference Proceedings 1570, 2013, 227-234.

[5] Koh, W. S., and Sulaiman, J., and Mail, R.: Numerical Solution for 2D European Option Pric-
ing Using Quarter-Sweep Modified Gauss-Seidel Method, Journal of Mathematics and Statistics 8
(2012), no. 1, 129-135.

6

Riviére, B.: Discontinuous Galerkin Methods for Solving Elliptic and Parabolic Equations: Theory
and Implementation. Society for Industrial and Applied Mathematics, Philadelphia, 2008.

278



Mathematical Methods in Economics 2015

Multivarietal Data Whitening of Main Trends in
Economic Development

Radek Hrebik!, Jaromir Kukal?

Abstract. The contribution deals with whitening and principal component
analysis in field of main economic indicators. The aim is to show the possible
way of using principal components in interpreting selected economic indica-
tors and identify the main trends in the economic development. For the anal-
ysis can be selected more economic indicators. Principal component analysis
reduce the dimensionality of origin data set. The input for presented research
are statistic data describing the economic situation of more than thirty states
during more than twenty years. The data come from statistics of European
Commission and are published regularly. The contribution presents three ba-
sic ways of interpreting these data as input to principal component analysis.
Firstly is the object represented by the state in a given year and all its indi-
cators. Secondly is the object represented by the state and all its indicators.
Thirdly all the indicators in a given year represents the object. Contribution
shows and interprets the results.

The main aim is to show that principal component analysis can lead to another
way of interpreting data and indicate main trends in economic development
of some countries, to compare the trend of development between countries
or group of countries and so on. The identification of some trends thanks to
principal components can identify the development of European economics
and also comparison with other world economics.

Keywords: Whitening, Principal component analysis, gross domestic prod-
uct, trend, development.

JEL classification: C44
AMS classification: 90C15

1 Introduction

The contribution is focused on principal component analysis (PCA). The aim is not to describe the prin-
cipal component analysis itself in detail. The main idea of principal component analysis is reduction of
dimensionality of some data set that consists of a large number of interrelated variables. The reduction
retains as much as possible of the variation present in the data set. The aim is achieved by transforming
to a new set of variables called the principal components. These principal components are uncorrelated
and ordered so that the first few retain most of the variation present in all of the original variables. [2]
In this research is the aim the reduction to two principal components (PC1 and PC2). This means that
all selected indicators used as explanatory variables are reduced to two dimensional space to be easily
interpreted from its graphical representation.

Paper deals with the basic economic data and shows the ways of possible interpretation to serve as
input for principal component analysis. The aim is to search the main indicators, monitor the potential
trend of concrete objects and find objects having something in common. This approach as itself is
nothing new. The new is data input and expected conclusion. The authors expectation is to get the
graphic representation of ecnomic indicators in time that will be easily readable and interpretable. One
of the first published use of PCA for the economic time series data was presented in late forties by Stone

1Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Department of Software Engi-
neering, 115 19 Behov 7, Prague, Czech Republic, radek.hrebik@seznam.cz

2Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Department of Software Engi-
neering, 115 19 Behov 7, Prague, Czech Republic, jaromir.kukal@fjfi.cvut.cz
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([2]). It also goes hand in hand for example with principal component analysis goal defined by Abdi and
Williams — extracting the important information from the table to represent it as a set of new orthogonal
variables called principal components and to display the pattern of similarity of the observations and
of the variables as points in maps. [1]

The study dealing with principal component analysis to forecast a single time series with many
predictors was presented by Stock and Watson. [5] The use of principal component analysis in con-
nection with gross domestic product is discussed for example in [6]. Favero deals with comparison of
two competing methods to estimate large-scale dynamic factor models based, respectively, on static and
dynamic principal components. [7] Principal component analysis as alternative way to predict gross do-
mestic product is presented in [8]. Research is based on publicly available economic indicators. Thanks
to dimension reduction it gives a lot of possibilities which data to be used. This contribution presents
three basic ways of using principal component analysis to interpret economic data. The way means
interpreting the data set as objects. These objects represent different economic indicators through time
and states. As the reason for doing such research can be also seen trying to predict the future develop-
ment of some country and find the position of state if we know the basic economic prediction. The main
is to capture some progress in time and easily read the development in time. The basic approach used
as pattern is represented by objects as years. This means the number of explanatory variables can be so
high. The aim of research is to present a big chance to show some new way of economic data interpreta-
tion. This is the main aim of this contribution. At this point the presentation of individual components
is not the aim. Contribution deals not with the share of individual indicators in components.

2 Data Processing

Let N,m € N be dimensionality of object description and length of time series. Let y; € RN be k-th
sample of original data series for k = 1,2,...,m. Optional preprocessing (if any) will transform the data
to time series {xk}kM:1 where M = m or M = m — 1 respectively. Omitted preprocessing as crucial case is
represented by

Xk =Yk (1)
for k =1,2,3,...,m. Therefore, the data are used as measured. This kind means no added value and take
just the data published by the institutions.

In the case of positive descriptors i.e. xt; > 0, which is typical for macroeconomic indicators, we can
apply relative differences as

Xkj = (Yre1,j =Y j)/Ykj (2)
rather use logarithmic differences
Yk+1,j
Xpi=1 3)
ki Yk+1,j

fork=1,2,..,m-1,j=1,2,..,IN.

The main processing and data visualisation operates only with time series {xk}ﬁ’il.

3 PCA or Rather Whitening

Dimensionality reduction is based on Principal Component Analysis (PCA) [2]. We calculate mean
value vector as

1
Xo= 35 ) % 4)
k=1

and covariance matrix estimate as

7

C=s ) ool —xol )
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Eigen-Value Decomposition (EVD) is based on equation

(C-Ajv=0 (6)

with constrain

lvil =1 ™)

where I € RV*N identifies matrix, A > 0 is eigenvalue and v € RN is corresponding eigenvector. Solu-
tions of EVD can be ordered as Ay > A, >... > Ay > 0 with corresponding eigenvectors vy, v5,..., Vy.

Traditional PCA of order D € IN is based on formula

pr = W' (x —x0) e RP (8)

where

W = (vq,Vy,..,vp) € RVP 9)

Therefore, PCA method supposes user choice of dimension D (D < 3 for data visualization, D = 2
traditionally) and then direct application of (4), (5), (8), (9) to given data set. The PCA method generates
P, P2 Pm € RP as data descriptors in D dimensional space. The main advantage of PCA is component
decorrelation. It means the correlation matrix of p;’s is diagonal and their mean value is zero.

Data Whitening (DWH) [4] is a little bit improved process which guarantees unit covariance matrix of
resulting vector

vk = LY2WT (x, —x¢) e RP (10)

where

L = diag(Ay, A5, ... Ap) € RP*P 11
g

under supposition Ap > 0.

Therefore whitening method (DWH) also begins with the same data set and given dimension D but
apply (4), (5), (10), (11) to generate y;,y2,... ¥, € RP as normalized descriptors in the same space as
PCA. We prefer DWH for focusing on components with small variance. The main advantage of DWH is
in normalization of decorrelated components. It means correlation matrix of y,’s is unit matrix, which
guarantees unit variance of these components and zero mean value, of course.

4 Macroeconomical Descriptors of State Economics

In this research based in principal component analysis play the key role the input data set. It should be
some economic time series. Used economic data has been selected from Statistical Annex of European
Economy presented by European Commission in autumn 2014. [3] The selection of the indicators and
period was the first task for the authors. There has been selected time series representing data of nine
descriptors: Total population, Unemployment rate, Gross domestic product at current market prices,
Private final consumption expenditure at current prices, Gross fixed capital formation at current prices,
Domestic demand including stocks at current prices, Exports of goods and services at current prices,
Imports of goods and services at current prices and Gross national saving. The selection of the descrip-
tors can be made as of the author of analysis needs. This is the advantage to other model approaches.
Thanks to dimensionality reduction there can be added more indicators and result of analysis will be
still same readable.
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As input to analysis serve the thirty five countries from the whole world, majority are the European
countries. The observation take place in years 1993 to 2014. Selected indicators are the total popula-
tion, unemployment rate, gross domestic product at current market prices, private final consumption
expenditure at current prices, gross fixed capital formation at current prices, domestic demand includ-
ing stocks, exports of goods and services, imports of goods and services and gross national saving. So
totally nine indicators are monitored. As the time series go to year 2014, the 2014 is represented by
prediction from autumn 2014.

As first possible interpretation of the data set is the object represented by a state in a given year. So
the number of objects is relatively high. The total number of object is in this case seven hundred and
eighty, it represents number of states multiplied by the number of observed years. As the number of
object is high, the origin data set dimensionality is relatively small. In this case N = 9 representing each
macroeconomic indicator and m = 21 x 35 representing 21 years in each of 35 states.

In second case of possible use of principal component analysis the objects are represented by each
state. So the properties are made of indicators in selected years. The number of object is thirty five. In
comparison to first case of use the number of objects is dramatically fallen down. So the representation
will be very simple and it will be clear which states are closed to each other. From graphic representation
is expected to easily notice the groups of states. When one point represent one state there is very
easily seen the groups of states with similar type of economy. In this case N = 9 x 21 representing each
macroeconomic indicator in each year and m = 35 representing each of 35 states.

The third kind of data interpretation is by objects representing calendar year. So there is only twenty
one objects in this case so that N = 21. As the number of objects is very low, the number of descriptors is
quite high, so the total number of indicators m = 35x9, so each object is created by number of countries
mal number of indicators. The number of properties is totally over three hundreds.

5 Data Analysis in Period 1993-2014

The data analysis is presented for all three approaches of representing the given economic data as ob-
jects. The input objects are represented by years, states and states in given years. In the first case of
analysing the years as objects there is presented the role of preprocessing in this case.

5.1 Years as objects — Role of preprocessing

For the analysis there were selected last 21 years to show the main trends and try to identify the main
milestones in this period. The next aim is to compare the development of Czech Republic with others.
As it is seen from table 1 the best explanation of used data gives the raw data. The same conclusion can
be seen in graphical representation. The research is based on searching the clear data interpretation.
Comparing four possible ways it is clear that easily read can be using raw data. The term easily read
means the clear identification of trend based on graphic representations of principal component analysis
of objects represented as years.

Table 1: Principal Components

PCA1 PCA2
PCA of raw data 0,9281 | 0,9967
Absolute differences 0,9334 | 0,9740
Relative differences 0,6965 | 0,8645
Logarithmic differences | 0,6652 | 0,8533

5.2 States and states in years as objects

The principal components are in this case counted from nearly two hundred indicators. So the reduction
of dimensionality is quite high in this case. The indicators are created by the nine economy indicators
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Figure 1: Year as Object of Macroeconomic Investigation

in twenty one years. As in the previous case of using principal component analysis also here are the
biggest weights on gross domestic product and population. In case of first principal component is the
population values included with bigger weight than in case of gross domestic product. Second principal
component is preferring the values of gross domestic product in years. The values of first principal
component are in most cases very close to zero, following the weights that implies that the population is
without big changes having affect to component values. Second principal component is mostly counted
from gross domestic product values. There also apparent the bigger range in values. The analysis ends
with some outliers. Even the outliers where omitted in the new run of analysis with reduced number of
indicators ended with the similar results. In the second run of the analysis the United States and Turkey
were omitted. This led only to other group of outliers. The third attempt to attend the outliers ended
with the nearly same result. So objects defined in this way gave no clear result as expected. This is the
reason why this way is not to be recommended.

5.3 States in years as objects

The figure 2 shows that main points are concentrated by vertical axis. As representative state of vertical
line can be selected for example Germany. As the state represented by movement also in horizontal
line can be mentioned for example France. Because the number of objects is quite high, for better
interpretation there are the objects for a given year grouped by the same colour.

6 Summary

The aim of this contribution was to introduce one of the others, not commonly used, economic data
analysis. This was principle component analysis with whitening. It was shown that in case of selected
economic indicator the analysis can be done with the raw data without any preprocessing and the results
are quite good. The aim was not only to show the analysis but to easily interpret the time series from
its graphical representation. This aim was also fulfilled because there were presented the figures from
which can be easily seen the movement in economic development. According to the expectation very
easily is seen the changes in economy during the last financial crisis. There were presented three ways
of interpreting selected economic indicators and two of them led to quite good results. The objects
represented as states described by all in indicators in time gave no convincing result.

The two presented approaches to use principal component analysis leads to intuitive and clear inter-
pretation of economic data. The main advantage is, that in two dimensional space is easily possible to
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(a) PCA - States as objects

(b) PCA — State in Year as Object with legend

Figure 2: States and states in years as objects

catch more indicators. Thanks to two dimensional space the results are very easily presented in graph-
ical form. The main aim of the research was presented in the figures. Based on principal components
there is relatively easy way to present the data and search the directions and movements of economic
indicators as a whole. The advantage of our approach is also in the qualification of new predictions and
the new approach to evaluate the predictions. For example in case of our data the analysis can be made
for real data or data include predictions to rate the position of some country and its future development.
The next research will be based on comparison of the PCA results with other econometric models. The
question is whether the PCA can predict or give warning sooner than other models. Nowadays it seems
yes. Because the movements of years before crisis started are quite significant. This was not aim of this
research but will be presented in next papers.
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Simulation of Production Derivatives with Maple:

A Path to Corporate Performance Sustainability
Zuzana Chvatalova®, Jiri Hrebicek?

Abstract. The paper deals with the simulation of the production possibilities frontier
(PPF), which the advanced tools of the Maple system offer its users. The PPF illus-
trates selected basic economic principles including: scarcity, tradeoffs, efficiency,
opportunity cost, and economic growth in the predefined special interactive Maple
document, which is built into the subsection of Finance and Economics/Math Apps
in Maple 2015, which has been released in March 2015 by Maplesoft, Inc. (Canada).
The paper also points out its new efficient tools. In economics, the production func-
tion and its associated variables all belong to the fundamental concepts of solving
management problems - their solution is often considered difficult, especially in the
long term. Advanced information and communication technologies support under-
standable solutions, the visualization and the simulation of many of these issues
from practice. Recently, some appropriated theories have been developed: for exam-
ple, sustainable value (as a way of measuring sustainability performance) based on
the notion of opportunity costs. Variables based on production theory are important;
it is desirable to model them well.

Keywords: Maple, opportunity cost, production, production possibilities frontier,
corporate performance sustainability.

JEL Classification: C61, C 63
AMS Classification: 91B38

1 Introduction

Production plays an important role in the economical sciences. It can be understood as a functional dependence
of the output volume (production) on the inputs volumes (production factors) of the company in a certain time
period. It is therefore tied in with society’s technological advancements, and with work, capital, soil and natural
resources (production factors), their use and their scarcity (from the perspective of usefulness and limitations). In
[8]: Scarcity refers to the fact that society has limited resources and so it cannot produce all of the goods and
services that people wish to have, and: “...the economy faces a tradeoff between the production of Product A
and the production of Product B - in order to produce more of A, a greater proportion of the fixed amount of
resources must be dedicated to the production of A, thereby reducing the amount of resources available for the
production of B” [8].

Production itself has become an important phenomenon for instance in the creation of econometrics, which
has established itself as a separate field of study in the 1930s and which strengthens the participation of mathe-
matically-statistical methods in economics. The character of econometrics has been determined by matters of the
production process (time series of adequate data for the United States of America have been processed for the
establishing of the production function). The production functions are related to many economic derivatives
(concepts and variables), whose knowledge can be essential in the company’s management’s decision-making in
practice, but also for understanding essentials of economics in the process of education. The production possi-
bilities frontier (PPF) is one of these characteristics. “The PPF illustrates many basic economic principles, in-
cluding: scarcity, tradeoffs, efficiency, opportunity cost, and economic growth.” [8], but also the marginal rate of
substitution (MRS), the marginal rate of transformation (MRT), the profit-maximization problem, the isoprofit-
lines, etc.

Today’s advancements and the application of information and communication technologies (ICT) resources
are supporting these trends. Models and related magnitudes need to “copy” the economic principles by means of
using the linguistics, logic and symbolism of quantitative methods and their theories. The advantage of computer
systems is their complexity and the fact that they are able to respond to practice stimuli. The Canadian company
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612 00 Brno, Czech Republic, e-mail: chvatalova@fbm.vutbr.cz
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Maplesoft Inc. has created the Maple system in a complex way. This development responds to the incentives of
user groups (academic, professional, teacher, and students, those who apply it in practice, engineers, and others),
disciplines (calculations, statistics, physics, economics, technology and many others), and different levels of
education. It creates the background and supports a number of professional, technical and scientific forums and
centers for communication, documentation and cooperation of their users and developers. From our point of
view, it is beneficial: since the 17™ release, there has been an expansion of the mathematical applications built
into the system using predefined worksheets in the economics and finance area. The current release is Maple
2015, more in [5, 9]. Many instructions for solving practical problems are offered e.g. [4].

Quantification, modeling, and the need of production measurability and many related economical phenomena
(that have been previously described mainly verbally) open a rich ambit of questions and problems for resolu-
tion. These often lead to optimization, monitoring of development, prediction, as well as to the identification and
generalization of the patterns of economical phenomena and the related reciprocities also in the social and envi-
ronmental area, and corporate governance (e.g., in view of human resources participation, cost-reduction, mini-
mization of pollution or the non-pollution of the environment, not wasting of natural resources), more in [6].

Advanced criteria of company success are emerging. For instance, sustainable value based on the Figge-
Hahn (FH) concept [1, 2], which currently plays a crucial role for monitoring the corporate performance sustain-
ability and can be significant in the global development of society. This concept has been openly discussed. Its
critics [7] point out: “FH (2004) introduce the (relative) sustainable value (SV), defined as the difference of the
economic output of the firm (e.g., gross or net value added, or some physical output measure) and the opportuni-
ty cost of its resource use.”, “FH (2004, 2005) refer to the alternative activity as the benchmark.” They in [7]
have created an identity analogous to that of the conceptual definition by FH. "However, our definition of SV is
more general in that it does not assume any particular functional form ... but allows the resources to be interde-
pendent." Their identity determines SV: “as a residual between the observed output and the production func-
tion”. We can see that the production function in the concept in [7] is a significant indicator of sustainable value
identification.

The main goal of this paper is the production possibilities frontier simulation using integrated resources in
Maple 2015 and associated analysis as a path to corporate performance sustainability.

2 The Production Possibilities Frontier in Maple

The production possibilities frontier (PPF) illustrates the various output combinations at a maximum given level
of use of inputs and technologies. It is the boundary between the attainable and the unattainable production, thus
it shows the economy’s efficiency. PPFs are also related to opportunity costs. According to [10]: “A necessary
assumption to optimizing the production factors dislocation is to establish the category of the opportunity costs
into economic thought. Here we differentiate: accounting profit = returns — accounting costs, economical profit
= accounting profit — alternative costs, where alternative costs (opportunity costs) = value of another, the best
version that has not been chosen or implemented.” Furthermore, [10]: “When expressing the production possi-
bilities of the economy, we need to take into account not only the physical limitations of resources and technolo-
gies, but also the limits of ecology, law, health, ethics and others; it is therefore suitable to distinguish physical
and institutional PPFs.”

To analyze a simple PPF model, which can be visualized in two-dimensional space, we will assume an econ-
omy with two types of products as output: product A and product B, both of which need the same factors of
production. We should note here: The situation can be generalized for any n € N using usual mathematical tools,
but for n > 3 a situation cannot be visualized. The application of comparative statics can help sensibly resolve
questions connected with the number of input magnitudes.

It can be seen that the possibility of the PPF simulation and of other interactive analyses provides a more rea-
sonable base for practical decision-making.

2.1 Framework for the Production Possibilities Frontier

First, we briefly summarize the basic characteristics and definitions related to the production derivatives and the
needed facts.

[3]: “Pareto optimal the term used to describe situations in which it is impossible to make one person better
off without making at least some others worse off. Pareto superior allocation an allocation that at least one
individual prefers and others like at least as well.” [11]: “The production possibilities set measures the set of
outputs that are feasible given the technology and the amounts of inputs. The boundary of the production possi-
bilities set is called the production possibilities frontier.” The shape of this set is dependent on the technologies
level. “The slope of this production possibilities set measures the marginal rate of transformation” (MRT),
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“MRT measures the rate at which one good can be “transformed” into the other”. By [3]: “Production possibil-
ities frontier the set of all possible output combinations that can be produced with a given endowment of factor
inputs”. By [11] the marginal rate of substitution (MRS) is expressed as the slope of an indifference curve.
"The MRS measures the rate at which the consumer is just willing to substitute one good for the other." From
[3]: “Edgeworth exchange box a diagram used to analyze the general equilibrium of an exchange economy”.
Using the Edgeworth Box Diagram and the relevant contract curve, we can create points on the PPF graph,
more in [3]. We need to note here that the Edgeworth box is a scheme of two systems of indifference curves, the
touching points forming the appropriate contract curve. For more details see, [3, 11]. By [11]: ,,At each point on
the production possibilities frontier, we can draw an Edgeworth box to illustrate the possible consumption allo-
cations”, see Fig. 1. The fulfillment of conditions for the Pareto efficiency in an economy means that [11]: “Each
person’s marginal rate of substitution between the goods must equal the marginal rate of transformation: the
rate at which each person is just willing to substitute one good for the other must be the same as the rate at
which it is technologically feasible to transform one good into the other”, see Fig. 1. Briefly according to [11] (in
[11] this fact is derived in detail): A= (a; + a;), B= (b; + b,): the total amount of the two types of commodities
produced and consumed by the two subjects 1, 2; for the transformation function T: the combination (4, B) €

PPF <=>T(A, B) = 0; the marginal rate of transformation MRT: Z—i; the ordered pair (d4, dB): the small pro-

duction change (feasible); the utility level for the subject 1, 2: u, ,u, (let @ = u,(a,, b,)). Thus:
ar A+ ar dB =0, i dB aT/0A I
A TR =" "% WA~ Toar/oB

According to the Pareto efficient allocation, a maximization problem can be described as follows:

MaXq, a0, (11 (@1, b)), & = y(az, by), T(A,B) =0 @
After designating the Lagrangian as L = u,(ay, b;) — 2(u,(a,, b,) — @) — (u(T(4, B) — 0)), with the first-
order conditions being A _ 0,2 = 0,22 = 9,25 = 0, and after the adjustment we get:
day day by by

Ou,/0a; OT/0A
Ou,/0b, OT/OB

Commadity 3

auz/aaz _ 6T/6A (3)
Ou,/db, OT/OB

an

Equilibrium Production

~Patreto Set

N\ e MRT
3\

N
Equilibrium Consumption
\

N A

\ MRS

a Commaodity A
Figure 1 Production and the Edgeworth box. (Source: Authors” elaboration according to [11])

Furthermore, we consider how to maximize of the company’s profit PR (for two inputs L and K and the two
outputs A and B) according to [11]:

maxB(pAA +PsB — Waly +wpLp)) (4)

A,B,La,L,

where , B = two outputs; p,, pg = the price per unit of A, price per unit of B; Ly, Lg= two inputs (two
kinds of labour); w,, wg= the wage rates of two inputs. Let L* = w,Lj, + wpL} represent the labor costs of
production (the company supposes, that in equilibrium the quantities of inputs L; and Ly are optimal, L* is con-
stant). Then for the company’s profit PR we get:

PR =ps,A+pgB —L" (5)

The description of the company’s isoprofit-lines (with a negative slope of — ;ﬁ and an intercept of i’i with
B B
the vertical axis) is as follows, see Fig. 2:
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L*+ PR
DB

_Pa,
Ps

B= ®)

Maximizing the company's profit means choosing the isoprofit-line which must represent a tangent to the
production possibilities set - it has the highest possible intersection with the vertical axis and the slope of the
production possibilities set is equal to the slope of the isoprofit-line, see Fig. 2:

MRT = P4 @)
Ps
(L*+PRYDs Commodity B

Profit Maximizing Choice

Isoprofit Lines

with Slope -p4/ps
Productior
Possib. Set

Commodity A

Figure 2 Profit maximization (Source: Authors” elaboration according to [11])
These findings can be generalized for more companies.

2.2 The Production Possibilities Frontier Simulation by Maple 2015

Using Maplesoft activities we can solve economic and financial issues through the Maple system in various
ways: create, or algorithmize our own proposals for solutions of given tasks in the Maple environment; inspire,
or modify documents created by Maple users which are archived in the Maplesoft Maple application center in
the categories Economics and Financial Engineering (currently there are more than 200 matching applications);
to use the pre-built interactive Maple worksheets predefined in the Maple system in the Math Apps section from
the menu on the top toolbar (the current release Maple 2015 contains almost 50 worksheets). Below, we will
present an application from this area, which simulates the PPF issue.

The Production Possibilities Frontier Worksheet (PPFW) and its functionality are prescribed in Startup
Code that uses modules, procedures, cycles, etc. The variables can be flexibly viewed, hidden and filtered. The
PPFW can be easily modified, or edited using the toolbar in the top bar, see Fig. 3. The prescription for entering
the PPF function can be determined, e.g., as a regression model using Maple Library Statistics. Functions com-
ing directly from the built-in PPFW are presented in the examples below:

B =+/50000% — A% forA €< 0;50000 >

@E:s - o a

. EDIT STARTUP CODE N
B[Z]U == B

®)

D2BSS XbB 5S¢ HTP
T ——

P Relationsl

D Miscelanous

>Roman Extended Lover Case Mat

| >Roman Extended Upper Case | [

> Disrieal Maris:
D Cyrikc

v var

ot
s prronter

value

8 Startup Code For M fonP
File Edt View
1

> Common Symbols
P Live DataPlots B

s elif GP('Growth', ‘value')="true" then

s PPF2_eqn := sqre(75%2 - x"2);
PPF2 := plot(PPF2_eqn, x=0..75,
expansion_arrow := plottools:-arrow([36,36],

‘color’="Green");
[52,52], 2, 4, 0.2, “color'="Red");

SP("Plote’, 'value’, plots:-display([PPF, PPF2, expansion_arrow], ‘view'=[0..80, ©..80], plot_¢
for h in ['ProdA’, 'Prod8’, 'Efficiency’, 'ProdA2’, 'Prod82’, ‘CurrentOppCost’] do

SP(h, "value’, NULL);
end do;

end if;

end proc;

a0
a1
a2
43
14
4
a5
4
a5
4 Frontier

end module; #

Figure 3 Part of the startup code - illustration (Source: According to [8])
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The PPFW is structured into several areas. The main concept of the communication interface provides both a
theoretical background on the issue of PPF (Scarcity and Tradeoffs, Efficiency, Opportunity Cost, Economic
Growth through inserted sections) and references with links to specific pages. The working part includes com-
ponents for essential calculations, visualization and simulation (Production Efficiency, Opportunity Cost, Eco-
nomic Growth) Using the radio buttons we can choose which economic principle we want to investigate (by
clicking and dragging the mouse on the plot, different production combinations can be viewed). The system
automatically responds: it specifies the value of the selected products A and B, and evaluates the situation.

Production Efficiency: E.g., if we click on a combination A =22723 and B=29269, the system responds:
This is an attainable production combination with an inefficient use of resources, see Fig. 4.

@ Production Efficiency Production Possibilities

Units of Product A: N
Frontier

F—

&

Units of Preduct B:

("
-

(=]

\

0
] 20 30 40 50
Units of Product A (in thousands)

Efficiency:

This is an attainable production

Units of Product B (in thousant

combination with an inefficiant

ume of rescurces

Figure 4 Production efficiency - illustration (Source: According to [8])

Note: The system responds in the case that the point lies on the PPF (e.g., A=27370, B=42134: This is an at-
tainable production combination with an efficient use of resources; in the case that the point lies to the right on
the PPF (e.g., A=40864, B=47325): This is an unattainable production combination given the available re-
sources.

Opportunity Cost: After selecting a point on the PPF, the system will automatically again show the precise
value and will draw a tangent line at this point and calculate its slope, i.e., it will compute the opportunity cost
(what must be the sacrificed units of product B for the production of additional units of products with A). For
instance, for products A=34696 and B=36002, the system responds, see Fig 5: To produce one additional unit of
A, the production of 0.964 units of B must be sacrificed. (Note: The slope of tangents is automatically taken as
negative but according to historical practices, we do not write a minus sign.) This slope can be expressed as a

derivative of relationship (8) in the A. (According to below: % (34696) = e 0,9836822412.)
04 V/500002-34696%

5 : Units of Product A:
(@ Opportunity Cost . ey epeae
) Production Possibilities
.
Frontier
Units of Product B:
50—

=

[

Marginal Opportunity Cost
(of Ain terms of B):

a2

\

0 o 20 30 40 50
Units of Product A (in thousands)

To produce one additional umit of
%, the production of 564 umits of

Units of Product B (in thousanc

B muzt be zacrificed.

Figure 5 Opportunity cost - illustration (Source: According to [8])

Economic Growth: The system shows an economic growth, which can be also illustrated by moving the
PPF curve towards the right or upwards (to the northeast), see Fig. 6.
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Production Possibilities
@ Economic Growth Frontier

=50

(
"0 10 20 30 40 50 G0 70 80
Units of Product A (in thousands)

Figure 6 Economic growth (Source: According to [8])

3 Conclusion

It goes without saying, consequently, that the production functions theory closely relates not only to economical
reciprocities but also to environmental politics, social potential and the level of every company’s corporate gov-
ernment, because it impacts a whole range of activities and reciprocities. From the viewpoint of sustainable
company performance as well as economic growth, production and magnitudes connected with production play
an important role. Many advantages for practical decision-making, as well as for the process of education, are
brought by quantification, algorithm development, production-related problem-solving, and applying the means
provided by information and communication technologies. These methods also epitomize a challenge of search-
ing for and applying modern scientific approaches in practice.

In the present contribution, we have shown the possibility of simulation, leading to achievable effective pro-
duction. The reasoning is based on the Pareto efficient allocation, the link between MRS and MRT, and others.
The simulations are presented using a predefined PPF worksheet in the Maple environment. We can see that the
option of fast automatic calculations and especially visualizations can, in practice, lead to comfortable reasoning
about limit values leading to profit, production achievability, non-wasting, but also about making use of capital
goods. At the same time, getting good results definitely requires a workable relationship by which the PPF will
be determined. Regression is the method of procuring this relationship obtained empirical values.
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An Application of input-oriented CCR model and
the Malmquist productivity index for Measuring the
Development of the Bank Efficiency in the Visegrad

Group

Lucie Chytilova!, Jana Hané¢lova?

Abstract. The banking industry all around the world is very difficult nowa-
days. Especially the Central Europe is confronted not only with new rules
from the European Commission or the 2008 crisis, but it also face problems
resulting from recent historical changes. The aim of this article is to determine
the efficiency of the banking industry in Visegrad Group (V4). We estimate
the technical efficiency of banks in the V4 for years from 2008 to 2013. The
input-oriented CCR model is used for the estimation. There are provided three
types of models. Two models contain the input variable equity. In first case
it is used as radial variable input and in second as so called quasi-fixed input.
Then there is model without the variable equity, this model just includes the
classical input and output variables for the banking industry. These models are
examined and the development of calculated technical efficiency is analyzed in
the cross section between the units and in the time. The Malmquist productiv-
ity index (MPI) is used to observe the changes in efficiency. The results show
that the V4 is diverse group.

Keywords: Data envelopment analysis, input-oriented, CCR model, banks,
technical efficiency.

JEL classification: C61, G21, D24
AMS classification: 90C05

1 Introduction

The last hundred years have been dramatic for most of the European countries. There have been World
Wars, various political mindset, the European Union (EU) or different crisis. The European countries
changed demographically, politically and economically. Since the World War II. countries as Czechoslo-
vakia, Hungary and Poland were part of the so-called a social block. The social block was influenced by
the Soviet Union. Economically it was characterized by a centrally planned economy with a focus on
economic relations of countries within the block. The social block had fallen apart in 1989. This led some
countries of social block to integrate and cooperate. In February 199 three countries - Czechoslovakia,
Hungary and Poland have created the V4. Since 1993, the V4 consists four countries - the Czech Repub-
lic, Slovakia, Hungary and Poland. A market economy was created and opened to the rest of the world.
The transformation of the banking system was an essential part of the transformation. The V4 countries
are part of the EU since 2004. Slovakia joined the third stage of the European Monetary Union in 2009.
Different monetary issues and the world globalization makes differences between countries everywhere
and affect financial system. The V4 countries are geographically and historically close. Therefore the
properties of their financial and banking systems should not show major differences. Identification of the
of potential differences are one of the objectives of this paper.

The paper focuses on the identification of the efficiency of commercial banks in the V4 during time
period from 2008 to 2013. We used a nonparametric approach - DEA (CCR input-oriented model) to
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Czech Republic, lucie.chytilova@vsb.cz

2VSB-TU Ostrava, Faculty of Economics, Sokolskd tida 33, Ostrava,
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compute the technical efficiency. This refers to the ability of the bank to produce existing level of outputs
with the minimum of inputs. There have been two main approaches, based on the traditional microeco-
nomic theory of the firm, for the bank efficiency evaluation as production unit. The production approach
by Benston [1] and the intermediation approach by Sealy and Lindley [16]. We use the intermediation
approach where deposits are considered as input. This approach identifies inputs and outputs precisely,
but there is still question about the variable - equity. To clear this question, we created three models
with different use of the variable equity. Models were calculated and compared for the banks in the V4
to see which one gives better picture of the situation. The MPI was used to distinguishes changes in
technical efficiency to determine the exact source over time.

The remainder of this paper is organized as follows. Next section discuss the review of the literature.
In Section 3 the methodology of DEA method and Malmquist approach is exposed. Section 4 introduces
the used data while Section 5 presents empirical results. Section 6 provides final conclusions.

2 Review of the Literature

The empirical analysis of banking efficiency and other financial institutions are frequently discussed topics.
Great attention is focused on the European banking industry. The situation there is difficult due to the
different situation of each country in the EU. Fang et al. [6] identified the reasons for the interest. The
main reasons according to them are three - the structural changes of banking regulation, financial market
structure and competition environment in transition economies; the development of security markets and
more banks are treated publicly in stock market; under the Basel Capital Accord, greater supervisory
efforts have been focused on risk management and enhancing the capital ratio.

The efficiency for the banking industry was investigated for all Europe as well as for the V4. The work
of Han¢lovd and Chytilovd [11], Lyroudi and Angelidis JlQ] and other for the Europe may be mentioned
as the inspiration. The investigations for the V4 from Repkové [15] or Stavérek [14] also exist.

There are known two main approaches for the bank efficiency evaluation as production unit. The
main difference is the treatment of deposits. The production approach views deposits as output. Banks
are producers of deposits, loans and other services. Inputs are define as physical variables. This approach
was found by Benston [1]. Benston also found disadvantages - detailed database is required and it does
not take into consideration the interest costs. The approach was used by Boda and Zimkova [2] for Slovak
banks. The second approach was found by Sealy and Lindley [16] - intermediation approach. Banks are
financial intermediaries between depositors and creditors. They collect deposits and other liabilities to
apply them as interest-earning assets. Deposits are considered as input. In this case operating cost and
interest cost are considered. It is the most common approach nowadays.

Even the approach is defined, there are question how to determine the exact type and number of
variables for the model. Toloo and Tichy [17] documented that if the number of performance measures is
high compared with the number of production units then a large percentage of the units is efficient. They
extended both multiplier and envelopment forms of DEA models and propose two alternative approaches
for selecting performance measures under variables returns to scale for banks in the Czech Republic.

There also exist two main techniques for determining the performance of production units - non-
parametric and parametric approaches. DEA is one of the non-parametric approach. The optimal
solution helps to find the efficient frontier. This approach is presented in work of Melecky and Stanickova
[13] for example. The stochastic frontier analysis (SFA) is the parametric approach. The production
system has only one output and stochastic frontier function is estimated by econometric methods. The
paper by Hanclovd [10] presents advantages and disadvantages of both approaches.

3 Methodology

3.1 DEA and CCR-I model

A new perspective on firm efficiency and productivity was introduced by work of Farrel [8], more precisely
the calculation of the benchmark technology and efficiency measures. The basic premise was to leave the

perfect input-output allocation and allow the inefficient operations. The inefficiency of firm is defined
as the distance of a firm from a frontier production function accepted as the benchmark. The difference
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between inefficient observed point and the production frontier measures how much is the firm inefficient
- the production of firm lies below the frontier. The radial contraction is used for this measurement.

The former reflects the ability of production units to minimize input use as to produce a given amount
of inputs (ie. input-oriented approach - I). Non-parametric approach may be used to calculate efficiency.
Charnes et al. [4] introduced the calculation based on linear programming and DEA as CCR-I model
under assumption of constant return-to-scale (CRS). Their work developed the piece-wise-linear convex
hull approach to frontier estimation which were proposed by Farrel [8] in a input-oriented model. The
CCR-I model is mathematically as it follows:

ming 16,

s.t. Z?:l Ajry; < 00Ti0,
Z;‘I:I Ajyrj > Yroy
Aj >0,
0, € (—00,00),

where & = (21, ..., ) and y = (y1, ..., ys) are vectors of inputs and outputs, respectively. A; is the weight
for each DMU. It is dual-variable unit. The 6, represents the efficiency score of DMU o-th. The DMU is
efficient if and only if 6* = 1. Note, the minimization problem is calculated for each bank of sample.

This type of model was chosen according to literature, see [9]. The assumption of CRS is better for
the small sample size of DMUs and the comparison between small and large banks, according to [9].

3.2 CCR-I model with quasi variable

There exist many improvements of the classical CCR-I model. In our paper we used the model for the
case where quasi fixed input variable is involved. This model is define below.

Suppose that there exist a set of n-banks (j = 1,...,n), that produce a vector of s outputs y =
(y1,-.-,ys) using a vector of m classic/discretionary inputs x” = (2P, ...,22) and | quasi-fixed inputs
29 = (z?, s l‘lQ) Then the technical efficiency for the o-th bank can be computed as the solution of the
following linear programming model:

ming,x6,,

SR €008 =1 m,
S e <ad, k=11
S A 2 ey T=1,2,5,
A =0, j=1,2..n
0, € (70C,oo)4

The optimal value 0} corresponds to the technical efficiency of o-the bank. It belongs to range 0 < 6, < 1.
If 03 = 1 then the o-th bank is called Pareto-efficient. Linear model (2) measures the technical efficiency
of o-the bank. It must be solved n times to obtain the technical efficiency of each individual bank.

3.3 Malmquist Index

The Malmquist index was introduced in work by Caves et al [3]. Fare et al. [7] generalized their work and
defined an input-oriented productivity index, known as the geometric mean of two Malmquist indices. In
producer analysis the Malmquist (Productivity) Index (MPI) may be used to construct indexes of input,
output or productivity as ratios of input or output distance functions. The most famous method for
measuring distance functions is the linear programming method. The MPT allows to measure the total
productivity by means of distance-functions calculation. Of course, this can be estimated through the
solution of mathematical programming problems of the DEA. This is done in this paper.

Based on the work of Zhu [18] the Malmquist productivity index MPItO’tJrl for measuring the efficiency
change of n-banks (j = 1, ..., n) where it is supposed the input vector Tj = (7‘[1] ey .T,fn]) and vector output
yi = (yi;, - yL;) at each time period ¢, t = 1,..., T, is formulated in the following form:

06(z0,vg) 05 (x5, y5) ]1/2
Ot (astt ysth) 06T (@6 yoth)

M, = [ 3)
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where MPI[L]‘LJrl measures the productivity changes between periods ¢ and ¢+ 1. The productivity declines
if MPIé‘tJrl > 1, remains unchange if MPIE‘Hrl =1 and improves if MPItO’fJrl <1

The following modification of M, by Zhu [18] makes it possible to measure the change of technical
efficiency and the movement of the frontier in terms of specific n*" bank:

M, 4)

_ 05 u5) ,[93“(562“,95“)92“(-%‘271/3)}1/2
O (ot ety (st yeth)  O5(ah )

where the first term on right side measures the magnitude of technical efficiency change (TEC) between
periods ¢t and ¢ + 1. The term on left side indicates if technical efficiency improves, remains or declines.
The second terms measures the shift in the possibility frontier (F'S), i.e. technology frontier shift, between
periods ¢t and ¢t + 1.

4 The Data and Measurement of Inputs and Outputs Variables

The most important task for the efficiency measurements is to identify the right and relevant variables for
model. In Section 2 we introduced two main approaches for selecting variables for the banking efficiency
measurements. The intermediation approach was chosen for this paper as the most used in this area.
Solver in MS Excel, such as the DEA Frontier was used in this paper.

Even of the common use of the intermediation approach there is question about variables. Gulati
and Kumar [9] establish two models for modelling of the bank efficiency. The first model included the
non-interest income and the second one did not. They applied these models to Indian banking system
and compared these models. Hanclovd and Chytilové [11] presented the same models for the European
banking industry and found that if the non-interest income is not included into output then it all leads
to usual undervalued estimation of cost efficiency. Based on the facts, this paper uses the model where
the non-interest income is included into outputs to represents the non-traditional activities. The rest
of outputs are standard. Another question is how the variable equity should be used. To find out the
answer we identify three models: model A - the variable equity is used as the discretionary input; model
B - the variable equity is used as the quasi-fixed input; model C - the variable equity is not used at all.

Variables Description in the balance sheet Units
Inputs Physical capital (z1 - FA) Fixed assets th Euro
Labour (z3 - LAB) Number of employees Number
Loanable funds (z3 - LF) Deposits + Short term funding  th Euro
Equity (x4) - Classical/Quasi-fited  Total equity th Euro
Outputs  Advances (y; - ADL) Loans + Advances to Banks th Euro
Investments (yo - INV) Other Securities th Euro
Non-interest income (y3 - NII) Non-Earning Assets th Euro

Table 1 Description of inputs and outputs

The required data set of inputs and outputs have been collected from the Bankscope!. In Table 1 is
seen the description of inputs and outputs. This paper is based on period between 2008 to 2013. There
have been many banks in the V4 in this period but we analyzed just 27 banks (8 - CZ, 8 - PL, 6 - SK, 5 -
HU). This is due to the fact that some of them did not exist all the time or some variables were missing.

5 Empirical Analysis and Results
5.1 Comparison of three CCR-I models
The results showed that all three models give similar results. Table 2 shows the average efficiency score

of the V4 banking industries for all models in the period. From Table 2 we can see that the relationship
among efficiency scores of models is av.EF _ModelA > av.Ef_ModelB > av.Ef_ModelC. This is in

Thttps://bankscope.bvdinfo.com/
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consistent with theoretical result of [5] on page 111 (lemma 4.2). In Model B is equity as quasi fixed
variable (non-radial). This efficiency (0.5852 - 0.7877) for the production model should not be higher
than for the Model A (0.5880 - 0.7953). If the equity variable is excluded than the efficiency score of this
product Model C have to even lower (0.5852 - 0.7842). This dependent on significant role of the equity
variable in Model A and B. In terms of the differences of average efficiency scores we may see minimal
differences between Models B and C. This suggest the possibility of omission the variable equity as input
variable. Bigger differences are been between Models A and B. This shows the impact of inclusion the
variable equity, ones as radial variable. We also can evaluate the results as development in time, where
all Models A, B and C show similar trend in development - sharp rise of the average efficiency after 2008
until 2010 and relative oscillation around the level 77%. This is similar to result of [15].

2008 2009 2010 2011 2012 2013 over all average by model

Model A 0.58799 0.68443 0.79285 0.76257 0.79529 0.75628 0.72593
Model B 0.58522  0.66860 0.78560 0.75850 0.78774 0.75531 0.71949
Model C  0.58522  0.66860 0.78417 0.75850 0.78421 0.75531 0.71873

Table 2 Average efficiency score of the V4 banking industry by each model

Table 3 provides information about the relative number of efficient banks in each year for the V4. We
present this generally for the model because the number of the efficienc DMUs have been same across
the all models after rounding to five digits.

number of efficient banks 2008 2009 2010 2011 2012 2013

all 14.81 22.22 33.33 29.63 25.93 18.52

in the Czech Republic 11.11  11.11 14.81 14.81 14.81 14.81
in Poland 0.00 370 370 3.70 0.00 0.00

in Hungary 0.00 000 741 741 370 0.00

in Slovakia 370 741 741 370 741  3.70

Table 3 The relative number of efficient banks in the V4

From Table 3 may be seen that relative number of efficient unit increased from 2008 from 14.81% to
33.33% in 2010. In the wake of financial and economic crisis there have been decrease to value 18.52%
in 2013. In terms of trend comparison of V4 countries we can say that the number of efficient Czech
banks have grown from 11.11% to 14.81% in 2010 and than it was stable. The number of Polish and
Hungarian efficient banks have increased until 2010 to value 3.7% and 7.41%. In 2011 there have been
decrease of efficient commercial banks again. Slovakian banks have oscillate around the share of 5% with
small impact of the financial crises after 2010.

Over all we can say that most efficient in the V4 is the Czech Republic with a slightly growing trend.
The banking industry is stable - same banks are identified as efficient in the period. As least efficient we
can consider banking industry in Poland. This might be caused by the turbulent environment. Many
banks went out of the market or changed the ownership. It is also important say that banks with missing
data or change in the structure during the period have been excluded. This might cost some shortcomings
and should be improvement in future analysis.

5.2 Productivity of banks and countries of the V4 by Mamlmquist Index

In this paper, the minimization-based Malmquist productivity index was used. This means that if
Malmquist productivity index would be equal to 1 then there was no significant change in efficiency
and performance. If the index would bigger than 1 then significant efficiency declines and performance
is getting worse and significant efficiency is getting better and performance advancements if the index
would be less than 1.

Malmquist index has been calculated for the Model A and C. The the Malmquist index values for
both models are in Figure 1 for periods 2008-2010, 2011-2013 and all period 2008-2013. Previous results
did not show many differences in models. This case is different. Same results for both models are seen
just for DMUs - 8 (GE Money Bank a.s. - CZ), 10 (J&T Banka a.s. - CZ), 18 (Post Bank JSC-Postova
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Banka a.s. - SK), 22 (Sberbank Slovensko a.s. - SK), 25 (Unicredit Bank Czech Republic and Slovakia
a.s. - CZ) and 26 (UniCredit Bank Hungary Zrt - HU). The rest of results are different and in some cases
there are also different over all results. These different results are for DMUs - 12 (mBank a.s. - PL), 13
(MKB Bank Zrt - HU), 21 (Raiffeisen stavebni sporitelna a.s. - CZ) and 23 (Stavebni Sporitelna Ceske
Sporitelny a.s. - CZ). It is seen that the origin of the banks is probably not the reason.

B decreasing efficiency
. 20082010
257
-
20

MPI_1

e

* |fe .-
: : = . ]
o T S S "Te
e
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increasing sfficiency
2008-R010

3]
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2 4 5 8 10 12
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Figure 1 Malmquist index for the Model A and Model C

6 Conclusions

The main aim of the paper was to assess the possibility of influence to include the input variable equity
into the non-parametric CCR input-oriented model to evaluate the efficiency of selected commercial banks
from V4 countries and compare the trend of differences of the development by using MPI.

The results indicate that the input variable equity in the intermediation approach plays an important
role in case of a radial variable. Results of the Model B and C demonstrate that it is possible to exclude
this variable when the comparison with the fixed quasi input variable is made. The average technical
efficiency of Model A, B and C were equal to 72.6%, 71.9% and 71.8%, respectively. This is in line with
the theoretical concept of all individual models. The development of this efficiency in the case study
pointed out a sharp rise since 2008 from a level of around 58% until the year 2010. Than the oscillation
around a value of 77% followed. And therefore the financial crisis displayed at all banks of the V4.

The development of relative share of efficient banks in individual V4 countries is showing sharp rise
until 2010. The number of efficient banks raised twice to value 33%, but it was followed by a steady
decline to 18.5% of efficient banks in 2013. This trend is mainly made by Polish and Hungarian banks.
The best share of efficient banks was found in the Czech Republic, the range was from 11.1 to 14.8%.

In the third part of the article the change of bank efficiency development has been evaluated for all
banks in V4 countries for model involving the equity input variables and model without this variable,
especially in regards to the breaking year 2010. These results classify banks into four basic groups
according to the bank’s growth or decline of efficiency in the two periods. Also the intensity of the
change was explored. The first group was improving by the change of efficiency. The increasing efficiency
across all periods are for example: 11 - Polish bank (mBank Hipoteczny a.s.) and 20 - Hungarian bank
(Raiffeisen Bank Zrt). On the other hand, there are banks whose changes of efficiency in both periods
are decreasing. The intensity of the decrease declines more after the year 2010 - Hungarian bank MKB
Bank Zrt (13), Polish bank ING Bank Slaski a.s. (9) as well as Slovak bank OTP Banka Slovensko (17).

The results allow the comparison of bank efficiency in the V4, the comparison of their efficiency
development in the period and classification of these banks according to the efficiency changes in the
examined period. The closer analysis of the inefficiency causes depending on the size of banks and the
prevailing domestic or foreign property could complemented the obtained empirical results in future.
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Efficiency measurement in multi-period production systems
Josef Jablonsky*

Abstract. The paper aims at efficiency measurement in multi-period production sys-
tems. A common approach how to analyze efficiency in multi-period systems in
Malmaquist index, window analysis, and the Park and Park model (PP model) formu-
lated in [6] that attempts to measure the aggregative efficiency within multiple peri-
ods. The disadvantage of this model consists in its orientation to the “best” period of
the decision making unit (DMU) under evaluation, i.e. the aggregative efficiency is
given as the “best” efficiency score across all periods. The paper formulates original
modifications of the PP model — the model that is oriented on the “worse” period of
the DMU under evaluation, and the model that computes average efficiency across all
periods. In addition, we propose a multi-period SBM and super-efficiency SBM mod-
els that measure inefficiencies using relative slacks, i.e. negative relative deviations
in the input space and positive ones in the output space. The results of all models are
illustrated and compared on the three-period example taken from [6]. The differences
among the results of presented models are discussed.

Keywords: data envelopment analysis, efficiency, multi-period model, SBM model

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Data envelopment analysis (DEA) is a non-parametric technique for evaluation of relative efficiency of decision
making units (DMUs) described by multiple inputs and outputs. This approach introduced in [2] is based on solving
linear programming problems for each of the DMUs under evaluation. Conventional DEA models analyse relative
technical efficiency of the set of n DMUs that are characterized by m inputs and r outputs in one period. The
efficiency score 8, of the DMUj is defined as the weighted sum of outputs divided by the weighted sum of inputs:

r
Zuk Ykq
_ k=l
m
zVi Xiq
i=1

where ug, k=1, 2, ..., r is the positive weight of the k-th output, vi, i = 1, 2, ..., m is the positive weight of the i-th
input, and x5, i=1,2,...,m,j=1,2, ...,nand yg, k= 1,2, ..., r,j= 1,2, ..., n are non-negative values for the
DMU; of the i-th input and the k-th output respectively. Conventional DEA models maximize the efficiency score
(1) under the assumption that the efficiency scores of all other DMUs do not exceed 1. The computational form of
the conventional DEA models depends on various assumptions about input or output orientation of the model,
about returns to scales, weights restrictions, etc. More information about them can be found e.g. in [9].

0,

: : @

One of the streams in theory and practice of DEA models deals with evaluation of efficiency in multi-period
production systems. In this case the models estimate the total efficiency in the context of time serial data. There
were proposed various models how to deal with time serial data in DEA models in the past. Malmquist index [3]
and dynamic analysis [7] are only two of them that are relatively widely applied. Park and Park [6] have formulated
a two-stage DEA model that evaluates aggregative efficiency in multi-period case (further referenced as PP
model). The paper aims at multi-period DEA models, discusses disadvantages of PP model, and formulates its
modifications. In addition, an original slack based measure (SBM) based efficiency and super-efficiency model
for multi-period systems is proposed. The results of all models are compared on an example presented in [6], and
their differences are discussed.

The paper is organized as follows. Section 2 presents PP model and formulates its modifications that partly
overcome its drawbacks. In addition, Section 2 contains formulation of an original SBM based multi-period model.
Section 3 compares results of all models presented in previous parts of the paper on the data set taken from [6].

 University of Economics, Faculty of Informatics and Statistics, Department of Econometrics, W. Churchill
Sq. 4, 13067 Praha 3, Czech Republic, jablon@vse.cz.
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The results of numerical experiments are analyzed and discussed. The final section of the paper summarizes pre-
sented results and discusses possible future research in this field.

2 Multi-period DEA models

Conventional DEA models can be formulated either in their primal or dual form - see e.g. [9]. In this section we
will use the dual form that has several advantages with respect to formulation of multi-period models. Let us
suppose that the DMUs are described by the same set of inputs and outputs in T consecutive time periodst =1, 2,
..., T,and assume that Xtj, i=1,2,...,m,j=1,2, ....n,and y4, k=1,2, ...,r,j= 1,2, ..., n are the values of the
i-th input and the k-th output in the t-th period of the DMU]j. The first phase of the output oriented PP model with
constant (variable) returns to scale assumption that evaluates the aggregative efficiency of the DMUy is formulated
as follows:

Maximize 04
n
subject to DA <Xy i=12..mt=12..T, @
j=1
n
D Vi) 2 04vig, k=12,..,rt=12..T,
j=1
n
D=1, t=12,..T |,
j=1
%20, j=12..nt=12..T,

where 245j=1,2,...,n,t=1,2,..., T are the variables of the model — coefficients of linear (convex) combination of
the DMUs in time period t, and 6, is the total aggregative efficiency score of the DMUj. Let 6" be the optimal
objective function value of model (2) — the value of aggregative efficiency score 6"y > 1 indicates that the DMUq
is not efficient in any period, 6" = 1 means full or weak efficiency in at least one of the periods. The units with
their aggregative efficiency score 6q = 1 cannot be ranked using the PP model. In single period systems, this
problem is solved by using of super-efficiency models or any other models that allow ranking of efficient DMUs.
Information about the most important models of this class can be found e.g. in [5].

First super-efficiency model was introduced by Andersen and Petersen in [1]. Their model is based on the idea
to remove the unit under evaluation from the set of units and then measure its distance from the new efficient
frontier. A similar approach as in Andersen and Petersen model can be used for multi-period models too. For these
purposes model (2) can be extended by additional constraints that ensure zero values for all weights of the DMU
under evaluation, i.e.

=0, t=12...T, 3

It is clear that the units with maximum aggregative efficiency scores in Model (2) have lower objective function
values than 1 (for output oriented model) in model (2) with additional constraints (3). This allows their ranking
quite easily.

Main disadvantage of PP model (2) consists in its orientation on the “best” period of the DMU under evaluation,
i.e. the efficiency score given by this model is always its best efficiency score over all particular periods considered.
That is why an application of this model can lead to inappropriate conclusions, e.g. the DMU that is rated as highly
efficient in one of the periods only and highly inefficient in all other periods will be ranked higher than the unit
that is efficient in all periods. That is why simple modifications of the model (2) where the aggregative efficiency
is based on the “worse” period of the unit under evaluation and on average efficiency score over all periods. The
aggregative efficiency score based on the “worse” period can be given using optimization model (4):

T
Maximize [Zﬁé}—gwq,
t=1

n
subject to in‘jltj sxitq, i=12,.mt=12..T @)
j=1
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n

D Vi 2 0yig, k=12..rt=12,.,T
j=

t —

0y <wq t=12,..T

420,75 =0, j=12..nt=12..T,

where @Y is the efficiency score in the period t and vy is the aggregative efficiency score. A formulation of the
model that maximizes average efficiency score over all periods need not be presented due to its simplicity.

SBM models are quite popular group of models that allow evaluation of efficiency independently on the ori-
entation of the model. Probably the most often applied and discussed is the Tone’s model in its standard and super-
efficiency versions — see [8] — but this model is not suitable for its modification for multi-period analysis. We
propose for this purpose a standard SBM model that measures inefficiencies using relative slacks, i.e. negative
relative deviations in the input space and positive ones in the output space. This model can be easily written for
multi-period system as follows:

T m r
Minimize v=y Z[s}i’/x}q]/m+2[st2ﬁ/y}<q]/r IT,
t=1\i=1 k=1
n
subject to > A sl =g, i=12,..,mt=12..T, )
j=1
n
D Vi~ b = kg k=12,.,rt=12..T,
j=1
420, j=12..n,
sy 20,855 >0, i=12,.,mk=12,.,r,t=12...T,

where sf( , stj( are negative and positive slacks in the period t of the i-th input and the k-th output respectively. The
other symbols have the same meaning as in model (4). The objective function of model (5) consists of two parts.
The first part measures average inefficiency in input space and the second one the average inefficiency in the
output space. The total objective function value is the average of both inefficiencies over all periods. The optimal
objective function of model (5) v* = 0 means that the DMUj is efficient in all periods, otherwise the DMUj is
inefficient at least in one period. The units can be easily ranked according to the average efficiency score v*. The
units that are efficient in all periods can be ranked according to their average super-efficiency measure that can be
given using a modified version of the model proposed in [4]. Here, the super-efficiency is measured using unde-
sirable slacks, i.e. using positive deviations in the input space and negative ones in the output space. The model is
formulated as follows:

T(m r
Minimize p:l+z Z[tf'/x}q]/m+2[s‘2}/y‘kq]/r T,
t=1\i=L k=L
n
subject to DA st s =xg, i=12,.,m,t=12,...T, (6)
=l

n
D VA + sk b = Ykg k=121t =12,..T,
=

220,j=12,...0, 25 =0t=12,..T,
S 20,8 20,85 20,8520, i=12,...mk=12,...1,t=12...T,

where S{f’,stz} are positive and negative slacks in the period t of the i-th input and the k-th output respectively and
other symbols correspond to model (5). It is possible to prove that the DMUs inefficient in all periods have the
efficiency score given by model (6) p* = 1 and the units that are efficient in all periods p* > 1. That is why the
inefficient DMUs can be ranked according to the efficiency scores given by model (5) and the units identified as
efficient by this model can be discriminated according to the results of model (6).
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3 Anexample

The results of all models presented in the previous section of the paper are illustrated on an example taken from
[6]. The example consists in efficiency evaluation of 20 cable TV service operations units (SO) in South Korea
over three years period from 1999 until 2001. There are defined two inputs — operating cost in 100 $ and the
number of employees — and two outputs — revenues in 100 $ and the total number of subscribers (viewers). The
data set for all three years is presented in Table 1.

DMU Operating cost (100 $§) Manpower (number)  Revenue (100 $) Viewers (100 numbers)
1999 2000 2001 1999 2000 2001 1999 2000 2001 1999 2000 2001
SO1 454 530 560 26 28 30 397 486 580 186 360 396
SO2 358 350 390 28 30 28 239 268 312 105 160 176
S03 416 450 482 40 40 40 462 524 620 244 445 480
S04 245 292 318 25 28 32 202 230 286 116 208 226
SO5 258 300 325 28 30 30 288 328 405 149 270 292
SO6 480 524 598 50 54 62 510 580 612 311 545 565
SO7 475 495 554 27 28 30 382 420 504 198 346 368
SO8 370 404 425 29 30 35 297 340 399 161 269 275
S09 421 480 530 35 35 36 415 466 529 201 325 335
SO10 627 668 728 44 44 44 491 544 624 264 442 469
SO11 400 462 508 22 24 25 334 386 454 170 320 352
SO12 404 476 515 37 40 40 321 348 400 168 300 325
SO13 458 528 580 26 30 31 426 468 520 210 368 389
SO14 541 640 685 34 35 36 528 580 696 320 526 570
SO15 281 328 360 25 30 30 221 264 305 127 252 264
SO16 934 1018 1102 59 64 63 817 926 1098 361 615 665
SO17 863 1030 1100 49 50 50 884 1020 1104 424 828 900
SO18 571 674 738 31 35 34 486 568 660 258 482 520
SO19 339 386 414 28 30 30 385 462 554 196 365 400
SO20 454 530 560 26 28 30 189 215 254 90 180 188

Table 1 Data set

The results of the analysis are given in Table 2. We decided to apply models with constant returns to scale
assumption in order to compare given results with those presented in original article [6]. Table 2 contains in its
particular columns the following information:
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Identification of the DMUs

Efficiency scores given by CCR output oriented model for the 1999 data set. The value greater than 1
indicates inefficiency (higher value less efficient unit), the values lower than 1 are super-efficiency
measures of efficient units (lower values indicate higher ranking). Super-efficiency scores are computed
using Andersen and Petersen model [1]. Columns (3) and (4) contain the same information for the next
two years, i.e. 2000 and 2001.

Aggregative efficiency (super-efficiency) scores derived from PP model (2). The results in Table 2 show
that these values are really maximum efficiency scores over all particular periods.

Aggregative efficiency scores based on simple average of three particular efficiency (super-efficiency)
Scores.

Aggregative efficiency scores based on the “worse” period of the unit under evaluation. They are given as
a result of the model (4) - yq values.

SBM aggregative efficiency given using model (5). The values lower greater than 0 indicate inefficiency
in at least one period, 0 means efficiency in all periods considered. As evident only two units, SO17 and
S019, are efficient in all periods. In order to discriminate between them the multi-period SBM super-
efficiency model (6) can be applied — super efficiency measure for SO17 is 1.0755 and for SO19 1.0396,
i.e. the unit SO17 is ranked higher according to this model.
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DMU CCR-O CCR-O CCR-O PP Avg.  Worse SBM
1999 2000 2001 model agr.eff. agr.eff. model

@) @ ©)] Q] (©)] (6) U] ®)

SO1 1174 1.113 1.066 1.066 1.118 1.174 0.175
SO2 1.673 1.563 1.662 1.563 1.633 1.673 0.866
SO3 1.009 0.996 0.970 0.970 0.992 1.009 0.024
SO4 1.319 1.424 1.401 1.319 1.381 1.424 0.497
SO5 1.012 1.078 1.074 1.012 1.054 1.078 0.166
SO6 0.913 0.951 1.054 0.913 0.973 1.054 0.105
SO7 1.215 1.206 1.222 1.206 1214 1.222 0.243
SO8 1.350 1.393 1.425 1.350 1.389 1.425 0.433
SO9 1.152 1.198 1.284 1.152 1211 1.284 0.300
S010 1.346 1.342 1.387 1.342 1.358 1.387 0.375
SO11 1.145 1.184 1175 1.145 1.168 1.184 0.194
S012 1.416 1.539 1.554 1.416 1.503 1.554 0.583
S0O13 1.083 1.183 1.230 1.083 1.165 1.230 0.188
SO14 0.865 1.014 1.030 0.865 0.970 1.030 0.045
S0O15 1.359 1.299 1.358 1.299 1.339 1.359 0.456
SO16 1.203 1.200 1.153 1.153 1.185 1.203 0.319
S017 0.908 0.834 0.876 0.834 0.873 0.908 0.000
SO18 1.080 1.147 1.131 1.080 1.119 1.147 0.153
SO19 0.952 0.933 0.902 0.902 0.929 0.952 0.000
S020 1.174 1.113 1.066 1.725 1.748 1.174 0.919

Table 2 Results (models with CRS assumptions)

The results presented in Table 2 show a very close similarity in rankings of DMUs given by all multi-period
models that were applied. It is not surprising conclusion because all the DMUs have very close CCR efficiency
scores in all three considered periods (see columns (2) to (4) in Table 2). One can easily imagine that it is possible
to formulate an example with DMUs highly different in efficiencies in particular periods. In this case the results
given by PP model that is oriented on the “best” period on one hand and the model oriented on the “worse” period
and the SBM model on the other hand may be conflicting.

4 Conclusions

Analysis of efficiency of DMUs within multiple periods is an important task and many various models were pro-
posed for these purposes in the past. The paper presents the PP model (2), which is one of the latest contributions
in the area of multi-period DEA models. Except the conventional PP model several its modifications are formu-
lated. The main motivation for formulation of these models consists in disadvantages of the PP model that were
discussed mainly in Section 2 of the paper. A super-efficiency PP model and models that are, in the contrary to
the PP model, based on the efficiency in the “worse” period and average efficiency over all periods of the unit
under evaluation were formulated and tested on the real data set. In addition to the PP model and its modifications
an original SBM and super-SBM multi-period model has been proposed as an alternative approach to conventional
PP models.

The advantage of the proposed super-efficiency multi-period DEA model consists in its computational effi-
ciency because it is necessary to solve only one optimization problem for each DMU in order to get its aggregative
(super-) efficiency score. The disadvantage is given by the fact that the final results depend on the efficiencies of
the DMUs in particular periods without any interconnections among periods. A future research in this field can be
focused on analysis of multi-period production systems with interconnections among the inputs and/or outputs in
particular periods, and in analysis of multi-period systems under the assumption of uncertainty in data set in all or
at least some periods.
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Integration of Soft Factors in the Value-added
Process-related Performance Analysis

Hendrik Jiahn!

Abstract. Soft factors play an important role for the management and suc-
cess within the economic sector. Networked production structures represent an
important branch within most economies. In that context an innovative method
for the inclusion of soft factors into a quantitative management procedure is
introduced. Here the main focus lies on the analysis of the performance of an
enterprise operating in a production network. That analysis is based both on
hard and soft factors what means that the data of soft factors need to be quan-
tified. This is realised by the application of the Repertory Grid-methodology.
Additionally the value benefit analysis is used for the performance analysis in
order to quantify an aggregated performance measure.

Keywords: Production Network, Soft factors, Performance Analysis.

JEL classification: M14
AMS classification: 91E45

1 Motivation

Successful networked production structures require efficient management structures. In that context
among others both incentive and sanction mechanisms are applicable. The operationalisation of sanc-
tion mechanisms is primarily based on control and supervision systems. That fact is founded on the
assumptions of the New Institutional Economics [9], e.g. asymmetrically distributed information among
the actors, individual maximisation of utility, opportunistic behavior and bounded rationality of the de-
cision makers. In order to support management structures a comprehensive approach for the value-added
process-related measurement, assessment and evaluation of the service performance of an enterprise has
been developed [5]. That process optimization approach is simply called “Performance Analysis Ap-
proach” (PAA). For the analysis both hard and soft factors are included.

In the following the basics of this PAA procedure are described in brief. That includes the modelling
of a comprehensive algorithm. Here mainly a methodology for quantifying relevant soft factors and their
evaluation are explained in a more detailed manner. In that context an example for considering the soft
factor “cooperation quality” is given. In analogy the introduced procedure is also applicable for further
soft factors such as confidence or enterprise culture.

2 Fundamentals and framework

In the following section some important fundamentals concerning the treatment of soft factors in a
quantitative analysis are given. Subsequently the framework of the PAA and its procedure are introduced.
The main pillar of the approach is formed by a combination of the Repertory Grid-methodology and the
value benefit analysis.

!Chemnitz University of Technology, 09107 Chemnitz, Germany, hendrik.jachn@wirtschaft.tu-chemnitz.de
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2.1 Operationalisation

Every soft factor-specific performance parameter is represented by a key figure. The main challenge is
that the characteristics and attributes of soft factors are not available in a quantitative form because
they describe qualitative factors. They are normally formed by linguistic variables which are represented
by linguistic expressions such as “high”, “low” or “medium” or alternatively “good” and “bad”. Hence,
it is necessary to find a way to transfer their qualitative forming into a quantitative value.

Approaches for the consideration of soft factors can be found in different contexts in technical lit-
erature. Some useful approaches have been identified, see [8] and [1], which, however, cannot be used
without modification, as their evaluation results are unusable in the present case. One further promising
approach for the quantification of qualitative information is the Repertory Grid methodology [3]. There
is a simple proceeding, linked with effective evaluation methods and a high level of acceptance. Addi-
tionally, a method is required, which helps to edit the data collected by the Repertory Grid methodology
for the purpose of evolution. At this stage the value benefit analysis [10] has been chosen. It allows
the determination of a weighted aggregated value, according to the information content of the different
aspects to be considered.

2.2 Procedure of the analysis

As already mentioned the procedure of the analysis includes both the Repertory Grid-methodology and
the value benefit analysis. At first, a Repertory Grid questionnaire, including all elements and constructs,
which are relevant for the analysis, needs to be designed. Therefore elements and constructs of the Grid
must be identified. Then, in order to guarantee a proper value benefit analysis the independence of the
constructs must be verified. Additionally weightings need to be calculated. Subsequently the evaluation
of the Grid can start after completing the data collection. The analysis will finally be realised within
the scope of the value benefit analysis by converting the value benefit into an evaluation function for the
performance parameter “cooperation climate”. In Figure 1 the complete procedure is illustrated.

Determination of Elements Repertory Grid-Method
v
Determination of Constructs
v
Verification of Independence
—
Determination Construction 3
of Weights of the Grid | Data Collectwn*(Measurement)
Evaluation of the Grid
v
Weighting of Constructs
v
Value Benefit Analysis Aggregation to a Value Benefit
v

Evaluation Function

value-adding-process neutral value-adding-process-related

Figure 1 Procedure of soft factor integration

It is obvious that both applied methods appear in the value-added process-neutral and in the value-
added process-related stream. That means some tasks need to be done before commencing the analysis
(process-neutral) and some tasks are process-related. Some important contents of the single steps of the
approach are explained consecutively.
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2.3 Repertory Grid-methodology

The Repertory Grid-methodology is based on the Role Construct Theory which has been developed by
Kelly [6]. The purpose is primarily to involve the subjective construction of reality with the help of the
experiences of one or more persons. In the opinion of Kelly using that methodology allows the detection
of the construct system of an individual. The essential components include elements and constructs.
A collection of valuations (repertory, repertoire) is described by elements. They represent uniquely
assignable events for the respondents and are used to transfer the meanings as for example roles, groups
or situations of people. Here, the elements are characterised by the enterprises in which the company
being valued is connected.

Constructs are not directly observable characteristics or beliefs referred to the elements and are
shown in a Repertory Grid as polarised opinions. The use of constructs enables the structuring of the
environment of individuals. A construct enables the realisation of behavior. The term grid defines the
use of a data matrix in which the distinctive features of the properties are listed. In a subsequent step
they are valued. The content of the Repertory Grid-methodology is for example determined by the use of
qualitative questionnaires and the inclusion of quantitative data by means of the review by the numbers
in the matrix. The most commonly used type of scale is the multi-level rating scale, where the rating
scale here includes an assessment of -3 to +3. The individual occurrences are the following: (3): very
pronounced, (2): moderately pronounced, (1): less pronounced and 0 neutral whereas values from 3 to 1
belong to the property pole and values from -1 to -3 belong to the contrary pole. The assessment of the
resulting Repertory Grid can be done by cluster analysis or principal component analysis consecutively.
The Repertory Grid-methodology offers the benefits of a systematic detection of a set of constructs.

2.4 Value Benefit Analysis

To perform the procedure correctly it is necessary to perform both differential and preferential indepen-
dence test among the constructs. Detailed information can be found in the literature on decision theory,
see [2]. In essence, only constructs may be included which are independent with regard to their meaning
and content. That test secures that there are no redundancies.

By means of value-benefit analysis the various performance levels of the key figures of the relevant
performance parameters (hard and soft factors) are aggregated to a total value. Therefore, it is necessary
to establish a relationship between performance level and score for each performance parameter. This
is possible best by modelling an evaluation function. An evaluation function can be modelled using
a sufficiently large number of nodes by means of Lagrange interpolation. The performance levels are
determined by quantification methods, e.g. the Repertory Grid-methodology. The appropriate evaluation
function must be formed in advance. Subsequently, in the implementation of performance analysis easily
the evaluation score can be determined. As a result ratings of all performance parameters are available.
It is important to specify a range of values (interval) for the scores. Common is a scale from 0 to 10
credits in order to achieve a reasonable differentiation.

In the evaluation of soft factors, in many cases a soft factor consists of several sub-facts. In that
case the performance levels of the sub-facts are determined according to the same pattern as described.
Subsequently an aggregation of these values to a specific degree of fulfilment of the corresponding soft fact
is required. In case of differing contents weightings can be introduced. For determination of weightings
a large number of methods is available, cf. [2]. By the multiplication of weightings with the scores and
the subsequent summing the products the aggregated score of one soft factor is determined.

The same procedure then is determined for the aggregation of the evaluation scores of all performance
parameters. Again, specific weightings must be determined for the performance parameters according to
their importance. Finally the aggregated total performance level of an enterprise as the most important
evaluation result is available.
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3 Exemplary implementation of the approach

Subsequently based on the soft factor “cooperation” the procedure of soft factor-integration is described.
That includes the introduction of variables and some calculation schemes. Cooperation is one important
feature of networked production structures. The success of a cooperation depends on the quality of a
cooperation to a high degree.

3.1 Construction of a Grid and collection of data

The soft factor “cooperation” with its performance parameter “cooperation quality” is represented by
the key figure “cooperation climate”. Elements in a networked structure are all participating enterprises.
In addition a network-coach can be considered, if relevant. For a comparison of values the consideration
of an ideal actor is necessary. In a Repertory Grid elements are represented by columns. Constructs
are represented by rows and include all relevant properties for the analysis. The relevant constructs
for the soft factor cooperation are identified by the help of literature, e.g. [7]. After the verification of
independence (reciprocal preference independence and difference independence) and the determination of
weightings by an appropriate method according to [2] the construction of the Grid can commence. In case
of a high number of constructs several construct categories can be formed. These categories are analysed
separately. The results are aggregated in the next step. Weightings can be used again, if necessary.

Bl ||| g

Elelel2lalS

52| 2|28k

ClE|E|E|E| B

B

3 3

Attribut Pole = A|E|8[d8]2 Attribut Antipole

sensitive for problems superficial
talkative luncommunicative
consultative denies consultation
selfless selfish
open to ises focused on asserting
communicates success reserved
[convincing repressive
solves conflicts creates conflicts
oriented on cooperation individualistic
adheres to rules expands rules
able to accept criticism lunable to accept criticism
aspires harmony rebellious
predictable moody

Figure 2 Repertory Grid for cooperation quality

Figure 2 shows a typical grid for the soft factor cooperation. It consists of four construct categories
with three to four constructs and six elements. In order to keep the effort of the analysis to a reasonable
extend is recommended to keep the number of constructs relatively low.

The collection of data is not possible automatically for soft factors. Therefore a manual collection is
required. After completion of a value added process the involved enterprises are supplied online with the
Grid. It must be completed within a proper time slot by representatives of the enterprises. They will
complete the grid with the evaluation figures for the contacted firms and for all constructs. Subsequently
the results are forwarded to the evaluation instance.

3.2 Evaluation of a Grid

In this section an approach for the analysis and evaluation of questionnaires based on the Repertory
Grid-methodology is described. That approach was specifically developed for considering soft factors in
the performance analysis.
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Evaluations are always interpreted depending on the desired, i.e. the ideal condition (construct
“Ideal”). Hence first a relationship between the ratings a construct m of the element “Ideal” and the
ratings of a construct m of a certain element (enterprise) needs to be established. Here it is assumed that
this relationship is determined by the deviation of the actual state from the desired state. In this case it
is the difference between the realised state (of an enterprise) and the ideal state.

For this purpose the actual rating e?” is subtracted from the ideal rating "% The absolute value

of the result Ae” represents the relevant deviation and serves as calculation and valuation basis. The
following formula applies:

Ayt = femideet — g &)
One problem occurs because the maximum possible deviations e;""*" are not the same for all ideal
ratings. According to evaluation metrics values from -3 to 3 are appiclable, a maximum deviation of 6 can
result therefore. However, this is only possible in case the ideal rating e™¥¢?! is -3 and the actual rating
results in 3 or vice versa. However was as ideal rating e™ % of 0 selected only a maximum deviation e
of 3 is possible as a result of a rating of 3 or -3. Out of this situation, problems arise when aggregating
because a priori no aggregate maximum deviation Ef’maz exists. However that value is required for a
comparison of the actual and the target value for reasons of standardisation. An even more problematic
situation occurs with an ideal value e™ %% of 1,2 | -1 or -2. In that case there are positive and negative
variations with varying frequency. Thus for example with an ideal value of 2 a deviation of 1 is possible
twice (at a rating ef* by 3 or 1), a deviation of 0, 2, 3, 4, 5 but only once (at a rating ef* by 2, 0, -1, -2
and -3). In order to achieve simplification, it is assumed that only ideal values e™ @ of 3, 0 and -3 are
allowed, whereby the maximum deviation either is 6 or 3. Based on this idea, an aggregate maximum
deviation EX™ is determined uniquely.

After determining the enterprise specific deviation of rating for each construct e the enterprise
specific deviation for each construct category is to calculate. This is an aggregated measure. For this,
the deviations of all to a construct category belonging constructs are aggregated. The values of the
constructs Aef" here can be both in weighted or unweighted form considered. Weightings have to be set
in advance by an appropriate method. As a intermediate result, per Grid exists one value representing
the deviation of ratings of an enterprise ¢ with respect to the ideal value of a construct category [. That
value is designated Ae!.

By using that procedure procedure, for every enterprise ¢ and every construct category [ several
values (from several grids) are available since according to their participation enterprises are multiple
rated. These ratings come from various enterprises which participate in a cooperation. These values
are to be aggregated subsequently. The easiest way is to calculate the average value of all deviations.
However, a modification may consider that before aggregation of Ae! outliers are eliminated in order to
detect unrealistic reviews. These are not to be included in the evaluation finally. As a result, an aggregate
value AEZ is calculated representing the deviation with respect to an enterprise ¢ and a construct category
1. Tt is obvious that a rating is better if is closer to the value 0.

In order to achieve a standardised classification of the aggregated deviation of a particular construct
category and a particular enterprise the aggregated maximum deviation AEf"maz is to be caluculated.
For this purpose, first for all constructs the maximum deviations Ae;"™*" need to be identified. With
ideal values of e™ €%l = 3 or -3 in both cases a maximum devation of 6 is relevant and with an ideal value
of ¢™ideal — () as the maximum deviation only 3 is possible. Subsequently, these values are aggregated
based on construct categories in analogy to Ael. There result the aggregated values AEi’m“.

In order to allow a further aggregation the degree of fulfillment of the performance parameter quality
cooperation is to determine. For that purpose, target and actual values for the deviation in the constructs
and construct categories must be brought into a relationship. The actual values are represented by AE%
and the target value AEi’ide”l is 0 (no deviation). In order to quantify the deviation of the value for
the maximum deviation AE-™ is required. AE! is between 0 and AE"™® (“Target spectrum”). The
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relation between AE! and the target spectrum can be represented in various ways, for example as a linear
relationship in the form of a function f(AE,l) As the result, there is a construct-specific or a construct
category-specific scoring f}, which is designated as characteristic value of a construct category.

The final aggregation to an enterprise-specific utility value can now take place. That value represents
the performance of the enterprise considering a soft factor within a range of 0 to 10 credits. A further
aggregation to an overall performance figure of an enterprise a possible by adding the utility values of all
considered performance parameters. The application of weightings in that context is also possible.

4 Conclusions

Considering soft factors in a performance analysis of enterprises is essential. By using the performance
parameter “cooperation quality”, the procedure of soft factor-integration was introduced. It allows a
quantitative collection, evaluation and analysis of the collected data. The result in the form of an
aggregated measured value can be included in an integrated concept of the performance analysis for
networked production structures [4] within the framewerk of the PAA-approach. Within that context
in is possible to perform a comprehensive analysis including hard and soft factors. That results in a
valuable extension of the operative controlling and management of production networks and participating
enterprises.
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DETERMINANTS OF THE SHADOW ECONOMY IN THE
EU COUNTRIES: EMPIRICAL VERIFICATION

Ondiej Jajkowicz*

Abstract. The main aim of this article is empirical verification on the influence, based on theory selected deter-
minants of the shadow economy on this economic phenomenon size in the selected countries of the European
Union (EU). Based on the research of the empirical literature a panel regression model for a selected group of
countries is compiled and estimated. Due to the selection of a larger sample of countries examined in the empiri-
cal part of this article a panel regression method was applied to ensure exploration of the relationship between
selected determinants of the shadow economy and the size of the shadow economy in the EU. Before equation
estimation each time series were individually tested for the existence of a unit root in order to avoid the so-called
spurious regression problem.

Keywords: Shadow Economy, Determinants of the Shadow Economy, Tax Burden,
Regulatory Quality, Panel Regression

JEL Classification: E26, 017, K42
AMS Classification: 62J05, 62M10

1 Introduction

The main aim of this paper is to empirically verify the effect, based on theory selected determinants of the
shadow economy on the shadow economy size in selected EU countries (Spain, Portugal, Greece and Italy) since
2000 to 2013. As determinants are meant determining parameters, factors, or factors that are critical for desirable
or undesirable activity (moving activities into the shadow economy) of the man. Between the main determinants
(in terms of causes) of the shadow economy belongs high tax burden of businesses, high levels of compulsory
paid social contributions and excessive regulation of the formal economy (especially labor market) from the side
of the state. The labor market is then connected to a large portion of the estimated size of the shadow economy
called ,Illicit work®. Despite the importance of the shadow economy has not yet been deeper analysis of this
phenomenon in these countries performed.

2 Determinants of shadow economy

According to Schneider (2011) for the shadow economy can be considered an economic activity and in-
comes, whose aim is to avoid government regulation, taxation or any capture. Already from this definition it is
clear that the determinants that contribute to the existence or increase of the size of the shadow economy in-
volves excessive tax burden on businesses and high level of regulation of the formal economy especially from
the side of state. Besides these two major causes of existence and growth of the shadow economy the other
equally important determinants can be included. With examination of specific determinants of the shadow econ-
omy in his article dealed Marinov (2008), which states that social and economic reasons which force businesses
to move their activities into the shadow economy, are affected by government policy in the area of tax and regu-
latory measures. Based on the research of the existing literature it can be stated that the growth in the size of the
shadow economy is caused by many different factors. Schneider (2011, 2012) among the most important deter-
minants ranks the growth of the tax burden and the level of paid social security contributions, poor quality of
government, a high level of regulation of the formal economy (especially the labor market), the complexity of
the tax and legal system, reduction of weekly working hours, early retirement, drop the occasional honor and
loyalty towards public institutions combined with a declining tax morale. The same causes of the existence of the
shadow economy also included Schneider and Enste (2000). According to studies of Schneider (2006) or Starti-
ené and Trimonis (2010), the tax burden has the strongest influence on the existence and growth of the size of
the shadow economy.

3 Data and methods

The database for the estimation of the empirical model is composed of annual time series of selected varia-
bles from 2000 to 2013 for a group of countries surveyed. The response variable is the size of the shadow econ-
omy as a share of GDP. Time series of the size of the shadow economy are drawn from the works of Friedrich
Schneider (2011,2013), a leading world expert in the field of exploration and estimates of the size of the shadow
economy. Explanatory variables are based on conducted research of empirical literature. As determinants of the

! Vysoké skola baiska — Technické univerzita Ostrava, Ekonomicka fakulta, ondrej.jajkowicz@vsb.cz
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shadow economy representatives of the tax burden level of regulation and quality control were included. Fur-
thermore, between the explanatory variables two control variables were incorporated. Specifically, the following
explanatory variables were used:

* Tax burden:
- The share of direct taxes in GDP (DT)
- The share of indirect taxes in GDP (IT)
- The share of social contributions in GDP (SC).
* The degree of regulation:
- The share of government expenditure in GDP (GE).
* Quality of regulation:
- Selected indicators of quality of governance so called "Worldwide Governance Indicators" (control of
corruption (CC) and quality of regulation (QR)).
« Control variables:
- Unemployment rate in % (U)
- Urbanization rate, the share of urban population in total population in % (URB).

Tax burden is the ratio of direct and indirect taxes to GDP (%) and the share of compulsory paid social
security contributions to GDP (%). Data on the share of direct taxes, indirect taxes and social contributions to
GDP were drawn from the European Commission, especially from taxation trends in the EU time series (Euro-
pean Commission, 2014). The share of direct and indirect taxes to GDP represent suitable indicators to assess the
tax burden on businesses. The ratio of social contributions to GDP was chosen for the reason that a large part of
the underground economy consists of so-called. "illicit work™. The main motive for "illicit work" offers the high
mandatory levied social security contributions. Degree of regulation is the share of government expenditures to
GDP (%). Shares of government expenditures to GDP for each country from Eurostat government statistics were
drawn (Eurostat, 2014). The regulation is any government action that aims to influence the work of the private
sector. As a regulation can therefore be all the economic policies of the government and all legislation. Because
the capture the rate of regulation degree is very complicated, the share of government expenditures to GDP will
be used for the aforementioned indicator. This method of capture rate regulation gives an overview of state in-
volvement in the economy, but on the other hand, unfortunately, does not capture all regulatory measures. As
proxy for the quality of regulation, indicator of regulatory quality “and control of corruption *indicator were
chosen. Data were drawn from a database of World Bank indicators of the quality of public administration
(ie. Worldwide Governance Indicators)(The World Bank, 2014). Among the control variables were included, the
unemployment rate (in%) obtained from Eurostat labor market statistics (Eurostat, 2014) and the urbanization
rate statistics from the World Bank, measrued as a percentage of urban population to total population (The
World Bank, 2014). For the verification of the effect of the selected determinants of the shadow economy and
the magnitude of this economic phenomenon in the selected countries panell regression method is applied. Ex-
ploration of panel data uses model way to solve selected problem, in which elements of time series analysis and
elements of regression analysis appears. Panel analysis therefore essentially represents the next stage of model-
ing, which greatly appreciates usually hard-won information of a fact (Novak, 2007). The main advantages of
using panel data is to obtain a large amount of observation and the ability to better analysis of hidden unobserved
or unobservable random factors in the econometric structure of relations between units. The potential problem of
heterogeneity, when the individual effects and time effects are not unimportant, addresses (based on Hausman
test performance) the fixed effects model. Variable v; presents these unobserved fixed cross-section effects. For
the purpose of empirical verification of the influence of selected determinants of the size of the shadow economy
on this economic phenomenon, the estimated regression model of panel data in the following form was used:

SEir = a; + a;0R;, + a3CCy + a4Uyr + asGEy + agDTiye + ;DT 1 + agDTy 5 + aol Ty + a1l Tie—q +
110Tie—5 + @155Ci + A135Cie—q + @14SCit—p + A15URBye + v + &4

Changes in the variables representing the tax burden on businesses will not reflect in their behavior im-
mediately. We can assume that in the real economy reactions of economic agents to change these variables

2 An indicator of quality control that handles the World Bank, ranges from -2.5 (poor quality) to 2.5 (high quali-
ty) and includes the ability of the government to sensitize and implement appropriate policies and regulations to
help develop the private sector.

% Control of corruption indicator, which also handles World Bank, captures perceptions of the extent to which
public power is exercised for private gain. They take into account both small and large forms of corruption, as
well as "capture” of the state by elites and private interests. Control of corruption indicator, ranges from -2.5
(perceived level of corruption is high) to 2.5 (perceived level of corruption is low).
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comes with a lag. In order to know how late responding businesses to increase in the tax burden by moving their
activities into the shadow economy, these variables would be delayed by several years. Another reason for the
delay of these variables is the existence of a standard delay resulting from the formation of economic policy (for
example, in approving the introduction of new taxes, changes in tax rates, etc.). Before equation estimation the
individual test for each time series for the existence of a unit root is required. For this purpose for panel unit
roots tests, e.g. Levin, Lin and Chu (2002); Im, Pesaran and Shin (2003), or ADF test and PP test according
Maddalo and Wu (1999) were used. Unit root tests pointed to the non-stationarity of time series. Inserting these
time series into the regression model could lead to the estimate so called ,,spurious regression®. For this reason it
has been necessary adjust the time series to stationary. The adjustment of time series in this case is made by
conversion to the logarithm and the first differences:

DLOGSE;; = ay + a;DLOGQR;; + a3DLOGCC; + a,DLOGU;; + asDLOGGE; + agDLOGDT;,
+ a;DLOGDT_y + agDLOGDT;,_, + agLOGIT; + a1oLOGIT;;_1 + a3, LOGIT;_,
+ a1,DLOGSCy + a13DLOGSCyp—y + a1,DLOGSCyy_, + a15sDLOGURBy; + v; + €1

To estimate the panel data model the data were transformed into the so-called "pooled panel data model"”.
Among one of the advantages of this modification of the data is the fact that this method of input time series
ignores the fact that we are working with data for various countries (Lee, 2002). The model was estimated
through econometric program E-views version 7. Problem of autocorrelation and heteroskedasticity that are at
the panel data fairly common, were resolved by model estimation using the "white period" estimation technique.
In this case, the results of the standard deviations of parameter estimation and hypothesis tests are correct with
respect to autocorrelation. This method ensures that the t-statistic and standard error are plausible, because they
are corrected for the heteroscedasticity (Kotlanova, Kotlan, 2012). It is expected a positive relationship for the
proportion of direct taxes, indirect taxes and social security contributions (% of GDP) and the size of the shadow
economy (% of GDP). Growth of these variables (ie increases in the tax burden on businesses and the amount of
social security contributions) will cause ceteris paribus the increase in size of the shadow economy. Furthermore,
the positive impact of urbanization rate and the unemployment rate to the size of the shadow economy is ex-
pected. It is assumed that the growth rate of urbanization reinforces anonymity and therefore contributes to the
development of the activities of the shadow economy. In the case of unemployment, people are replacing their
official receipts by moving into the shadow economy activities which they lost as a result of job loss. In conclu-
sion, the positive effect on the size of the shadow economy is also expected for indicators of degree of regula-
tion, respectively the share of government spending to GDP. So if share of government spending in GDP is
growing (growing degree of regulation of the formal economy) it leads to increase in the size of the shadow
economy. Selected indicators of the quality of regulation can also be considered as indicators of the quality of
the institutional environment. For these indicators is expected that they negatively affect the existence and size of
the shadow economy. Assuming that if there is improvement in the indicator of control of corruption and regula-
tory quality (improvement in terms of positive growth of indicators towards the maximum of 2.5), the size of the
shadow economy will be reduced.

4  Results

Estimated model results showing determinants effect on the size of the shadow economy in selected coun-
tries are presented in Table 1. The results indicate a fairly close relationship (with respect to the use of panel
data), of the size of the shadow economy and selected determinants, which is represented by the coefficient of
determination (R2 = 0.52). Almost 52% of the variation in the size of the shadow economy can be explained by
the explanatory variables used. The findings don’t confirm all theoretical predictions about influence of the se-
lected determinants of the shadow economy on the size of the shadow economy in selected countries. Statistical-
ly significant is variable expressing the tax burden, concretely share of indirect taxes to GDP. So growing share
of indirect taxes in GDP (IT) leads to increase of the tax burden, and ultimately to increase the size of the shad-
ow economy (SE). Businesses are trying to avoid taxation and shifting part of their activities into the shadow
economy. Another important variable determining the size of the shadow economy due to the results are the
social security contributions (SP). Here it is necessary to realize again that the big part of the size of the shadow
economy is made up of so-called. "illicit work". And in countries with high compulsory social contributions,
"illicit work" can be considered as a major problem. In connection with this problem, we can mention for exam-
ple the case of the Italy, where the amount of social security contributions and other employers paid cost in the
long term moves above the EU average. If these contributions levied too high, employers lose interest to official-
ly recruit employees. To avoid such payments employers employ workers "illegaly". The only exception in the
context of fiscal variables is a variable representing the share of direct taxes in GDP (DT), which is in relation to
the size of the shadow economy statistically insignificant. It was also found that the increase in unemployment
(U) contributes to the growth of the size of the shadow economy. People who lose their jobs in the formal econ-
omy compensate their lost revenue by activities in the shadow economy. A statistically insignificant relationship
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was demonstrated in the case of degree of regulation represented by a share of government expenditure in GDP
(GE). Without the effect on the size of the shadow economy, according to the findings are variables representing
the quality of regulation (QR), rate of urbanization (URB) and control of corruption (CC). However we can
assume that at a certain time delay of these variables we would achieve a statistically significant result. This
assumption must be taken into account for further research of this topic.

Independent Variable DLOG(SE)
C (0.816725) 0.818825
DLOG(QR) (-0.243247) -0.021630
DLOG(CC) (-0.912040) -0.010483
DLOG(U) (2.140574) 0.054370**
DLOG(GE) (0.852732) 0.087196
DLOG(DT) (0.344802) 0.023882
DLOG(DT)(-1) (-0.751723) -0.109254
DLOG(DT)(-2) (0.119742) 0.008228
LOGIT (-0.919034) -0.112950
LOGIT(-1) (1.675829) 0.105049*
LOGIT(-2) (1.166217) 0.127612
DLOGSC (1.180857) 0.245814**
DLOGSC(-1) (1.198364) 0.191740%*
DLOGSC(-2) (0.364580) 0.037673
DLOGURB (-1.058121) -0.217804
Total observations 44

R? 0.523886
Durbin-Watson stat. 1.959860
F-statistic 1.682868

Prob (F-statistic) 0.000112

The statistical significance on 1% (***), 5% (**) and 10% (*) level of significance

Table 1

Source: Own estimate through the program E-views (version 7).
Note: In parentheses are the corresponding t-statistics.

5 Conclusion

Empirical research was conducted on a sample of four European countries (Portugal, Spain, Italy and
Greece) since 2000 to 2013 using panel regression method. Findings partly confirm the theoretical predictions
and provide new results in this little-studied issue. Specifically, the results confirm a statistically significant
positive effect of indirect taxes and compulsory social security contributions (the tax burden), unemployment
rate on the size of the shadow economy. Unemployment can be considered as the main cause of the current size
of the shadow economy in the studied group of countries. The high unemployment rate especially in Spain and
Greece led to the development of “illicit work”, which forms a crucial part of the overall size of the shadow
economy. Government should also focus on increasing the attractiveness of work in the official sector, for ex-
ample by reducing non-wage costs. Besides improving the quality of regulation, tax system reform (simplifica-
tion), reducing excessive tax burden, reduce the social security contributions, it is important to promote individ-
ual economic freedom for all actors in the economy, a functioning legal system (strict penalties for violations of
law, law enforcement, etc. .). Finally, it should be noted that the issue will be further examined. The sample
surveyed countries will be expanded as well as the amount of the determinants of the shadow economy, or is
expected to use more sophisticated econometric methods.
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Sequential radial approach to handle
large p-median problems

Jaroslav Janagek!, Marek Kvet?

Abstract. In this paper, we introduce a sequential approximate radial approach to
the very large p-median problems making use of a universal IP-solver. The approach
overcomes the drawback of universal solvers, which often fail in solving large in-
stances of the p-median problem due to big demands on memory and computational
time. The radial approach uses an approximation of a common distance by some
pre-determined distances given by so called dividing points. Covering formulation
of the problem enables the implementation of the solving technique in the frame of
commercial optimization software to obtain near optimal solution in a short term.
Regardless of this approximate approach effectivity, huge instances of the p-median
problem resist to attempts to solve them by the approach due to big size of the mod-
el, which depends on the cardinality of the possible service center location set. Sug-
gested sequential method is based on successive reduction of the cardinality. At each
step of the method, the radial formulation of the p-median problem is solved for
such system of radii, which balances the cardinality of the possible service center lo-
cation set.

Keywords: weighted p-median problem, approximate covering model, sequential
problem size reduction

JEL Classification: C61
AMS Classification: 90C06, 90C10, 90C27

1 Introduction

The number of possible center locations is the key size of the p-median problem and this size considerably influ-
ences solvability of the problem in acceptable time and accuracy [8]. Most of service system designers use the p-
median problem to design a suitable deployment of the service centers and they also use commercial IP-solvers
to obtain a good solution of the problem. For the designers, the solvability of huge problem instances is usually
more substantial than obtaining the exact solution of the problem. The necessity to solve bigger instances of the
p-median or the weighted p-median problems led to radial formulation of the problem [1], [2], [3], [9], which
considerably outperforms the original location-allocation formulation, as a commercial IP-solver is used for the
problem solving. To accelerate the computation, the homogenous radial formulation was developed [4], [5]. This
approach represents a trade-off between time consumption and the result accuracy. The approach yields a near
optimal solution with a controlled deviation from the optimal solution. The deviation depends on the number of
radii, where each radius corresponds to one dividing point. The bigger number of radii is used, the smaller devia-
tion from the optimal solution is obtained. The homogenous radial formulation uses a model, which size is pro-
portional to product of the number of radii and the number of the possible center locations. It follows that bigger
cardinality of the set of possible center locations can be handled, when small number of radii is considered.
Within this paper, we suggest an approximate sequential method based on the radial approach. The method
solves the p-median or weighted p-median problems at each step starting with full set of the possible center loca-
tions, where a given part of the center locations is chosen as the set of possible locations for the next step. The
first step is performed with a minimal number of dividing points to keep the product of the number of possible
locations and the number of dividing points constant for solvability of a partial problem. The remainder of the
paper is organized as follows. The radial formulation of the p-median problem is briefly described and analyzed
is Section 2. Section 3 is devoted to description of various schemes of the problem size reduction and Section 4
contains results of numerical experiments, which are used to choose the most effective way of the sequential
reduction. The results are summarized in Section 5.
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2 Radial formulation of the p-median problem

The weighted p-median problem is a task of location of at most p centers so that the sum of individual distances
from each user’s location to the nearest located center multiplied by the number of users sharing the location is
minimal. To describe the problem, we denote | = {1 ... m} a set of possible center locations and J= {1 ... n} the
set of possible users’ locations. The symbol b; denotes the number of users located at the location j. The distance
between a user at the location j and the possible center location i is denoted as djj.

The weighted p-median problem is broadly discussed in [1], [2], [3], [6] from the viewpoint of solving tech-
niques suggested for fast solving of the huge instances. Within this paper, we focus on radial formulation used in
the above papers and we deal with the approach based on the set of dividing points.

The strategic decision in the problem concerns location of centers at possible center locations from the set I.
To model this decision at the particular location i, we introduce a zero-one variable y; {0, 1}, which takes the
value of 1, if a center should be located at the location i, and it takes the value of O otherwise. To obtain upper or
lower bounds of the original objective function, the range [do, d,] of all possible distance values do < d; <...<d,
from the matrix {d;;} is partitioned into v+1 zones. The zones are separated by a finite ascending sequence of so
called dividing points D,, D, ... D, chosen from the sequence d, < d; <...<d,, where 0 = dy = Dy < D; and also
D, < Dy+1 = dy. The zone s corresponds with the interval (Ds, Ds.1]. The length of the s-th interval is denoted by
e fors =0 ... v. In addition, auxiliary zero-one variables x;; for s = 0 ... v are introduced. The variable x;; takes
the value of 1, if the distance of the user at j € J from the nearest located center is greater than D, and it takes the
value of 0 otherwise. Then the expression egXjp + €:Xj1 + €xXjz + ... + €,X;, constitutes an upper approximation of
the distance dj- from user location j to the nearest located center. If the distance dj« belongs to the interval (Ds,
Ds+1], then the value of Dg.; is the upper estimation of dj- with the maximal possible deviation e,. Let us intro-
duce a zero-one constant aj; for each triple [i, j, s], where iel, jeJ and se{0 ... v}. The constant aj; is equal to
1, if the distance dj; between the user location j and the center location i is less than or equal to D, otherwise
a;; = 0. Then the radial-type weighted covering model can be formulated according to [6], [7] as follows:

n \a
Minimize > 'b;> eX;s, o)
j=1  s=0
m
Subjectto: Xxj+Y_ ajy; =1 j=l..n, s=0..v, )
i=1
m
> yvisnh ®)
i1
xjszo j=1...n, s=0...v, 4)
y;e{0,} i=1...m (5)

The objective function (1) gives the upper bound of the sum of weighted distance values. The constraints (2)
ensure that the variables x;s are allowed to take the value of 0, if there is at least one center located in radius D
from the user location j. The constraint (3) puts a limit p on the number of located centers.

Deployment of the dividing points influences the size of the covering model (1) — (5) and the accuracy of the
result. The dividing points can be chosen only from the set of values do < d; <...<d, of the distance matrix {d;;},
based on frequency Ny, of value d, occurrence in the ma