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PREFACE

Dear conference participant,

It is a great pleasure to welcome you to the 30" MME 2012 Conference organized by the Czech
Society of Operations Research, Czech Econometric Society in cooperation with the Silesian
University in Opava, School of Business Administration in Karvind. The conference offers you the
opportunity to meet the operations research and econometric community in the Czech Republic and
also many researchers coming from Slovakia, Poland and other seven countries. It also offers you an
exposure to the evolution of the several areas that compose Operational Research, Econometrics, and
generally mathematical methods applied in economics to keep you updated on our continuously
evolving dynamic disciplines. During the conference you will certainly meet old and new colleagues,
exchange ideas, develop new projects. You will also feel and enjoy the special atmosphere of the
eastern Ostrava-Karvind region of the Czech Republic.

Beside the scientific programme which includes more than 190 papers, the social programme is also
very rich. Let me invite you particularly to the excursion offered by the organizers to Vitkovice Steel
(part of the city of Ostrava), where production of iron, coal and agglomerates in so-called Bottom area
(Dolni oblast) has been already terminated. Part of this strategic locality was proclaimed National
Cultural Monument together with Hlubina coal mine. Here you can visit the original blast furnace,
coal mine tower or the gas storage transformed into modern concert hall and other interesting sites.

This conference Proceedings is divided into two parts and includes 179 papers selected from more
than 200 papers submitted to the conference programme committee. All published papers have been
subjected to a strict reviewing procedure of two independent referees. A positive feature is that our
Proceedings includes 33 papers published exclusively by young researchers — mostly doctoral students
and more than 30 papers with young scientists as co-authors.

I am confident that you will find the 30™ MME 2012 Conference stimulating, rewarding and pleasant
and that you will enjoy your stay in Karvina.

In Karvind, September 2012

Prof. Dr. Jaroslav Ramik
Chair of the programme committee
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Asset pricing in DSGE models — comparison of
different approximation methods

Jan Acedanski!

Abstract. There are many numerical methods suitable for approximating
solutions of DSGE models. They differ in terms of accuracy, coding and com-
puting time. However for many macroeconomic applications the differences
in accuracy do not matter, since all methods generate approximations with
similar statistical properties of simulated time series. In the paper we check
whether this is also the case for DSGE models with financial variables, like
stocks and risk-free bonds. These models are usually highly nonlinear and
some special methods should be applied to approximate the asset prices. In
the paper we take a simple macro-finance DSGE model proposed by Jermann,
solve it with three different group of methods, simulate and check if the sim-
ulated series of financial variables differ in terms of basic statistical moments.
For solving the model we use the higher-order perturbation approaches, the
loglinear-lognormal method, as well as the Galerkin projection method. The
results show that there might be significant differences between moments of the
financial series in models approximated using different methods. For example
for moderate parametrization the expected risk premium in the model approxi-
mated by the Galerkin method is about half of percentage point higher than for
the perturbation methods and the loglinear lognormal approach. These results
clearly indicate that the further research on the solution methods of DSGE
models with financial variables is needed.

Keywords: DSGE models, asset pricing, solution methods, risk premium.

JEL classification: C63, C68, G12
AMS classification: 37H10

1 Introduction

Dynamic stochastic general equilibrium models (DSGE) are one of the main tools used for analysis of
economic policy. Having solid microfoundations makes them from the one hand robust to the Lucas
critique but also very complicated. From the mathematical point of view a model is represented by a set
of stochastic, nonlinear difference equations. There have been many methods proposed in literature for
approximation of such systems [7]. They differ in terms of accuracy, speed and implementation difficulty
[1, 5, 6]. The most popular are perturbation methods based on local polynomial approximation of a solu-
tion, projection methods seeking for a global approximation with Chebyshev polynomials and approaches
based on solving Bellman’s optimality principle. Despite significant differences in terms of accuracy, as
far as macroeconomic variables are concerned time series simulated from models approximated with dif-
ferent methods usually have similar statistical properties. Therefore for many applications the simplest
first-order approximations, like loglinearisation, provide sufficient accuracy. However this may not be the
case if a macroeconomic model is extended to include asset prices as well, since to price stocks or bonds
correctly it is crucial to have correct second- and higher order moments of payoffs and discount factors.

In this paper we study statistical properties of asset prices in a DSGE model approximated using
several different methods. Contrary to previous papers by Aruoba, Fernandez—Villaverde and Rubio—
Ramirez [5] and Heer and Maussner [6], we use a modification of otherwise standard stochastic growth
model proposed by Jermann [8] that incorporates exogenous habits in a utility function and investment
costs. These modifications enable the model to generate a significant risk premium and therefore are
commonly included in more complex macroeconomic models. In contrast to previous studies, the model

LUniversity of Economics in Katowice, Department of Statistical and Mathematical Methods in Economics, 1-go Maja
Street 50, 40-287 Katowice, Poland, jan.acedanskiQue.katowice.pl
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exhibits higher nonlinearities, that make it particularly hard to approximate accurately. We solve the
model using several perturbation methods of different orders, the Galerkin variant of the projection
approach as well as the loglinear-lognormal approach which is a method tailored to approximating asset
price dynamics in DSGE models. We show that although statistical properties of macroeconomic series in
the model are virtually the same across the methods, the behaviour of asset prices may differ significantly
which indicates the need for the further research in that area.

The paper is organized as follows. In the first section we briefly introduce the model. Then we discuss
the methods used for the approximation. Finally we present the results of the simulation study.

2 The model

The paper uses the model proposed by Jermann [8] with only one minor modification — we abstract from
the long-run growth. The economy is populated by large number of identical households who evaluate
the consumption stream according to the instantaneous utility function:

(Ct = xCi-1)' 7" =1

1—v

u(Ct,C’t_l) = 9 (1)

where C} represents consumption, v is the household’s relative risk aversion, and x. is a habit persistence
parameter. The households receive the income from work Wy L;, where W} is wage and L, represents the
fraction of time devoted to work. Since the households own firms, they also receive dividends D;. So the
budget constraint of the representative household has the following form:

WtLt + Dt - Ct~ (2)

In every period the household maximizes its expected lifetime utility:
o0
max [, Z BMu(Coin, Coan1)| st. Cion =WipnLign + Dy, h=0,1,... (3)
¢ h=0

where 3 represents the household’s discount factor.

The representative firm combines capital K; with labour to produce single good Y; according to
a standard Cobb-Douglas technology:
Y, = ZiK{ LY, (4)

where « represents capital share in the output, whereas Z; is a stochastic shock with AR(1) law of motion:
IHZt:[JlHZt_1+O'6t, GtNN<O, 1) (5)

The capital stock owned by the firm depreciates at a constant rate ¢ per period and is increased by
investment Iy, so its evolution is given by:

It It aq [t 1-1/¢
K=Kty — 0K ) Ki_1; ® = . 6
t t—1 -1+ <Kt1> t—1; <Kt1> 1= 1/¢ (Ktl) + ag (6)

Function ® is a concave function capturing the idea that adjusting capital rapidly is more costly than
changing it slowly. Each period the firm decides how much labour to hire and how much to invest trying
to maximise utility of the dividend stream paid to the shareholders:

max E;
Ly, I, Ky

= I
> 5hMUt+th+h] st. Ky = {1 — 04+ (KH’LH Kisnor, h=0,1,... (7)
h=0 t+h—1

where a marginal utility of the household MU, evolves according to:
MU; = (C; = xcCi-1)"" = xPE: [(Ct+1 - cht)_u} (8)
and D; corresponds to a net profit of the firm:

Dt == K - WtLt - It (9)
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Since labour do not enter the utility function and its marginal product is always positive the households
choose:
L;=1. (10)

Wage equals the marginal product of labour:
Wt = (1 — O[)Zth(il. (11)

The firm’s first-order optimality conditions imply:

MU w1 I
Q, = BE, [M[Zl (aZtHKt 1 ZH’QH {pﬂ@(?j)]ﬂ, (12)

where @Q; is a Lagrange multiplier associated with the capital law of motion constraint in the decision

problem (7): o
(i)

The model has 10 macroeconomic variables and consists of 10 equations: (2), (4)—(6), (8)—(13). It
can also easily incorporate asset prices. For example, stock P; and 1-period risk-free bond Py, price
dynamics are given by the standard formulas:

MU,
Py = BE, { MtUtl (Prs1 + Dt+1)] : (14)
MU,
Py = PE . 1
e =081 | 2| (15)
3 Approximation methods

The model introduced in the previous section can be compactly written as follows:

Eif(Xtt1, Xt, Xi—1,0€)) =0, € ~ N(0,%), (16)

where X, is a vector of all n, model variables, €; represents a vector of n. stochastic shocks and f: R"= x
R™ x R™ x R™ — R™. We look for a solution of the general form:

Xi = g(Xi-1,0€), (17)
which can also be expressed in terms of a smaller set of state variables S;:
Xt = g2(S¢-1,0€), St = 9s(Si—1,0€t). (18)

For the analysed model the set of the state variables consists of consumption C;_1, the capital stock
K;_1 and the productivity shock Z;. In the next subsections we discuss three approaches used for
approximating the solution (17).

3.1 Perturbation methods

These methods are based on a local approximation of the solution with Taylor’s polynomials around the
model’s deterministic steady state. This steady state can be seen as a limit of a system without any
shocks, it is when o = 0. Here we discuss only linearisation, the simplest of the perturbation approaches.

If we linearise the solution (17) around the steady state X, we get:
Xt%X—FGx(Xt_l—X)—'—GGO'Et, (19)

where G, and G are Jacobians of the function g with respect to X;_1 and €; respectively. The values of
G, and G, can be calculated by inserting (17) into (16) and using the implicit function theorem, which
states that since the Lh.s. of (16) is equal to 0, this must also be the case for all its derivatives. This
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in turn leads to a matrix quadratic equation [6]. The linearised solution with the state variables has the
following form: . . . .
S~ MS;_ 1 + Wey, X, = MxS;_ 1+ Wxey, (20)

where hats over the variables represent deviations from the steady state: S; = S, — S and the matrices
M, W, Mx and Wx consist of the elements of G, and G..

The higher-order approximations can be obtained in similar, recursive way by utilizing results of the
approximation of a lower order as shown by Schmitt-Grohé and Uribe [9]. The method discussed here
is very popular since it can be easily applied to models with large number of state variables. It is also
very fast. Moreover it has been implemented in Matlab’s Dynare package [3]. The main weakness of the
approach is lack of accuracy since the obtained solution is close to the true one only near the steady state.
When the system is far from the long-run equilibrium the approximation may be poor and in extreme
cases the approximation may be divergent. However the higher-order approximations are considered by
some researchers [5] to provide the accuracy of the similar order to other, more reliable approaches.

3.2 Loglinear lognormal approach

This method was proposed by Jermann [8] exclusively for the approximation of the asset price dynamics
in linearised models. Since the linearisation abstracts from any second-order effects it cannot be used in
models with asset prices. The loglinear-lognormal approach utilizes loglinear solution for the macroeco-
nomic variables and extends it to include second-order terms for approximating asset prices. The loglinear
solution of the model has the form (20):

.§f ~ Mét—l + WE[;, it ~ MXét—l + WXGt (21)
where 8; = InS; —In S. From (15) we have:

Pre =08, | Yo
=PEiexp [My (M3;-1 + Wer) + Waer1 — Mydi—1 — Wae] = (22)
=[E;exp (MM — My)8;—1 + (WM — Wy)es + Wirer1] =

=fBexp [(MA\M — M))8;_1 + (WM — Wy)e; + 0.5W W, ],

:| = /BEt exp |:5\t+1 — 5\t:| = BEt exp [M)\.ét —+ W)\Et+1 — M)\ét—l — W)\Et} =

where in derivation we used the facts that: A\, = In MU, — In MU, ;\t+1 and \; follow (21) and the
expected value of the lognormal random variable Elexp(z)] = exp [E(z) + 0.5D?(z)]. The same approach
can be applied to pricing stocks using discounted dividend version of the pricing equation, as shown by
Jermann [8] and Acedanski [2].

Similar to the perturbation approaches the presented method is easy to implement and can be ap-
plied to models with a large number of the state variables. However little is known about accuracy of
the solution. Moreover the loglinear-lognormal framework treats the macroeconomic variables and the
financial variables in different ways which sometimes is also considered as a weakness.

3.3 Projection method

The projection methods approximate globally either some parts of the solution (17) or some parts of
the system (16) using linear combinations of Chebyshev polynomials T, (z) (To(z) = 1, Ti(x) = =,
T () = 22Ty —1(x) — Tn—2(z), m — polynomial order). Following Heer and Maussner [6] we use both:
we look for the approximating function (! for the solution for @; and for the approximation ¥ of
the conditional expectation in the marginal utility dynamics (8) of the form:

V(O K, Z,p™) = ) TV (K)T(Z), i+j+1=m, n=12, (23)
i,5,0

For simplification we omit the time subscripts in the approximating functions (23). The unknown coef-

ficients wl(lj) ; and 1/)1(2].) ; should be set so to make the approximation functions as close as possible to the
true functions within a given space of (C, K, Z). Then if we know the solution for Q); we can easily find

") distance measures R(™ need to

the conditional solution for all other variables. To find the values of wl i
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be defined. For the first equation R (C, K, Z, ™M) is the difference between ¥(1) and the r.h.s of (12)
conditional on (1), For the second one R(2)(C, K, Z, 1/)(2)) is the difference between ¥(?) and the expec-
tation in (8) calculated conditional on 1), The expected values in both expressions are approximated
using Gauss-Hermite quadrature formula with 10 nodes.

Then to find the values of wy;)l we use the Galerkin condition: the coefficients should be set so to
make the residuals orthogonal to the Chebyshev polynomials:

C K Z
/ / / R™(C, K, Z,4™) - T;(C) - T;(K) - Ti(Z) dZ dK dC = 0 (24)
¢ JK JZ

The quadratures above are approximated using Gauss-Chebyshev formula with 20 nods in each dimension.
For both polynomials we use order m = 6, therefore the whole system of equations has 168 unknowns.

The projection methods are considered to be the most accurate [7], even far from the steady state.
However they are hard to implement and are very slow. They also suffer from the curse of dimensionality.
To approximate accurately the model with only 3 state variables the system of equations with more than
150 unknowns must be solved.

4 Results of the simulation study

For the simulation study we utilize rather standard parametrization and set o = 0.36, § = 0.99, § =
0.0136, v = 5, p = 0.95, ¢ = 0.01. Only for the habit strength x. = 0.7 and the curvature of the
investment function £ = 0.8 we use the values that slightly differ from the literature (Jermann [8] uses
Xe = 0.82 and £ = 0.23, whereas Heer and Maussner [6] study the model with x. = 0.8 and £ = 0.23).
That parametrization do not allow the model to match the observed expected risk premium of about 6%
per annum, but it makes the model less nonlinear and therefore easier to approximate, especially for the
Galerkin method. We compare the following methods: perturbations in logs of the second-, third- and
fifth-order, the loglinear-lognormal approach and the Galerkin method. For the given parametrization
we approximate the model with these methods and run 1000 simulations with 250 quarters each.

Table 1 contains the basic moments of the macroeconomic variables. Since for all perturbation meth-
ods the results are exactly the same, we report them in one joint row. The table clearly shows that there
are no important differences between the methods as far as the macroeconomic variables are concerned.

Moments
Method DY) 5% us  a(Y) ar(C)  ar(l) corx(C,Y)  corr(l,Y)
loglinear 1 1
OBUNCAL JOBLOTIAL —n 013 052 3.25 071 090 057 0.87 0.95
perturbations
Galerkin 0013 057 319 071 090  0.55 0.87 0.95

HP-filtered quarterly averages over 1000 simulations of 250 quarters; ar — autocorrelation coefficient; corr —
correlation coefficient.

Table 1 Moments of the simulated macroeconomic variables

In table 2 we report the moments of the financial variables. Two observations are worth noting. First,
as far as the perturbations and loglinear-lognormal approach are concerned the differences between the
moments are negligible but still at least of one order of magnitude higher than in case of the macro-
economic variables. And second, there are significant differences between the moments for the Galerkin
approach and the rest of the methods, especially in case of the expected risk premium. For the former
the premium is about 1.4 percentage point, whereas for the latter it is less than 1 percentage point. So
there is more than 40% difference, which for more extreme calibrations can be much higher in absolute
values. The nonnegligible differences are also observed for the standard deviation of the risk-free rate
(5.4 p.p. — 4.7 p.p.), the standard deviation of the dividend growth rate (2.9 p.p — 3.15 p.p) and the
expected dividend/price ratio (4.3 — 4.0). These results are in sharp contrast with Jermann [8] who found
no differences between the projection method and loglinear-lognormal approach in his model, but are
supported by the results of Aldrich and Kung [4], who also obtained significant differences in asset price
moments for the projection method and the standard perturbation techniques.

-6-
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Moments

Method — E(R) E(R;) E(R—R;) D(R) D(R;) D(AD) E(DP) D(DP) corr(R,Ry)

loglin-lognor  4.44 3.54 0.90 8.34 4.70 3.12 4.04 0.50 -0.50
perturb. 2 4.39 3.43 0.96 8.35 4.65 3.16 3.99 0.49 -0.50
perturb. 3 4.43 3.57 0.86 8.34 4.71 3.17 4.02 0.50 -0.50
perturb. 5 4.41 3.47 0.94 8.34 4.68 3.17 4.00 0.49 -0.50

Galerkin 4.71 3.31 1.40 8.27 5.40 2.88 4.32 0.52 -0.49

Annualized averages in p.p. over 1000 simulations of 250 quarters; E — unconditional mean, D — unconditional
standard deviation, corr — correlation coefficient, R — stock return, Ry — risk-free rate, AD — dividend growth
rate, DP — dividend/price ratio.

Table 2 Moments of the simulated financial variables

5 Conclusion

In the paper using the model proposed by Jermann we have shown that despite the differences in accuracy
all the approximation methods generate virtually the same moments of the main macroeconomic variables.
However for the financial variables the differences between the perturbation method and the projection
approaches are much higher. For moderate parametrization the expected risk premium in the model
approximated by the Galerkin method is about 0.5 percentage point higher than for the perturbation
methods and the loglinear lognormal approach. But it must be made clear that although the projection
methods are considered to be the most accurate we cannot find out which method gives the moments
that are closer to the true values in that particular case. Nonetheless these results clearly indicate that
the further research on the solution methods of DSGE models with financial variables is needed.
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Rule-of-thumb households in the Czech Republic

Tomés Adam!, Jaromir Baxa?

Abstract. Most modern macroeconomic models assume that households
smooth consumption over their lifetime. However, there is substantial evidence
that a sizable fraction of households faces liquidity constraints, thus the as-
sumption of consumption smoothing is not met. This might be one of the
reasons why the predictions of some models fail, for example those concerning
effects of fiscal policy on consumption. To overcome this problem, some models
assume that only a part of households (Ricardian households) smooth their con-
sumption and the other part (rule-of-thumb households) consume their whole
current disposable income. This paper estimates the fraction of rule-of-thumb
households in the Czech Republic, based on the modified Euler equation using
instrumental variables (approach by Campbell and Mankiw [4]). Furthermore,
potential time variation in this parameter is investigated using the two-step
strategy proposed by Kim [10] that deals with the endogeneity problem. Our
results suggest that the share of rule-of-thumb consumers exceeds 40%. In ad-
dition, this share is unstable over time, however the decline in the recent years
is puzzling and worth exploring further.

Keywords: consumption, rule-of-thumb households.

JEL classification: E21
AMS classification: 91G70

1 Introduction

The current mainstream macroeconomic models based on microfoundations used for the analysis of
economic policies and for forecasting (RBC and NK DSGE models) use consumption smoothing as one
of their main building blocks. This follows from the assumption that households maximize their lifetime
utility subject to their intertemporal budget constraints. However, it has been shown that the assumption
of consumption smoothing is not met in reality because some households face liquidity constraints or
behave in a myopic way. One way to model the departure from consumption smoothing is to assume that
a fraction of consumers in the economy exhibit a rule-of-thumb behaviour, i.e. they consume their whole
current income instead of their permanent income, as suggested by the theory. Although this is still a
relatively strong assumption, models incorporating rule-of-thumb households give usually more plausible
results than those assuming fully optimizing behaviour only (e.g. [7]).

This is particularly the case of models for analysing fiscal policy. It has been shown that both RBC and
New Keynesian models fail to predict the behaviour of consumption following a government spending
shock (e.g. [11]), which has been empirically shown to rise. Incorporating rule-of-thumb households
mitigates this problem. For example, Gali et al. [7] show that fiscal expansion that increases incomes
of these rule-of-thumb households will have a direct effect on their consumption, since it is directly
influenced by the current income and not by net present value of all future incomes. Furthermore, when
the share of the rule-of-thumb households is large, fiscal policy affecting the incomes of rule-of-thumb
households has direct macroeconomic effects on the aggregate consumption. Therefore, the consumption
might increase in response to an increase in government expenditures, which is in a sharp contrast to the
predictions given by most of the current RBC and NK DSGE models. Similarly, the presence of rule-
of-thumb households has policy implications for fiscal consolidations: their negative effects on economic

1Charles University in Prague, Faculty of Social Sciences, Institute of Economic Studies, Opletalova 26, 110 00, Praha,
1, e-mail: tomas.adam@ies-prague.org

2Institute of Information Theory and Automation/Academy of Sciences of the Czech Republic, Department of Econo-
metrics, Pod Vodarenskou vezi 4, 182 08 Prague 8; Charles University in Prague, Faculty of Social Sciences, Institute of
Economic Studies, Opletalova 26, 110 00, Praha 1, e-mail: jaromir.baxa@gmail.com
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growth tend to be more pronounced in economies, where consumption of an important share of households
follows the rule-of-thumb pattern rather than consumption smoothing.

In this paper, we estimate the share of rule-of-thumb households in the Czech Republic using a
two stage least squares regression suggested in [4]. We show that this fraction has been significant,
which suggests that rule-of-thumb behaviour should be taken into account in macroeconomic models.
In addition, we attempt to estimate time-varying share of these households. Our results are however
puzzling in that they show some decline before 2007 but a sharp drop after that, which is not expected.
This issue is subject to future research.

2 Related literature

The life cycle hypothesis and the permanent income hypothesis ([3], [6]) imply that consumers smooth
their consumption over their lifetimes. Both approaches are in a sharp contrast to the theory of con-
sumption by Keynes [9] who claims that the level of current consumption is a function of the current
disposable income only. Instead, the two more recent theories assert that consumers optimize their con-
sumption profiles intertemporally through their lifetime, taking into account their income profiles. In
their optimization, consumers regard their consumption in each period as a different commodity and
maximize their lifetime utility, which provides the theory of consumption with solid microfoundations.
The predictions of both, permanent income and life cycle hypotheses, are very similar - the optimization
of a concave utility function leads to consumption smoothing, i.e. one does not want her consumption to
fluctuate through time.

The permanent income hypothesis has been widely empirically tested with mixed results ([1] is a good
starting point for a literature survey). For example, Hall [8] finds an evidence for the modified version of
the hypothesis — i.e. that consumption follows a random walk, if we assume that changing the volume of
consumption is time demanding. That implies that any policy that does not affect permanent income is
inefficient. On the other hand, Campbell and Mankiw [4] claim that permanent income hypothesis can be
rejected. This is because there are two types of consumers — one that behaves optimally and smooths its
consumption over lifetime; the other type consumes its whole current income (due to liquidity constraints,
myopia or unwillingness to participate in financial markets). The share of the second type of households
was estimated as highly significant and reached about 0.5 in the USA under various specifications. This
means, for example, that additional, even transitory, income will be spent by the second type of households
and thus fiscal spending is a plausible means to stimulate output. In his additional paper, Mankiw [12]
summarizes the evidence of rule-of-thumb behaviour, which characterizes particularly households, whose
net wealth approaches zero. As this behaviour is common in the economy, he calls for the inclusion of
rule-of-thumb households into all models analyzing macroeconomic, particularly fiscal, policies.

3 Methodology

The share of rule-of-thumb households in an economy is usually estimated using two approaches. The first
one was introduced by Campbell and Mankiw [4] as a means of testing the permanent income hypothesis.
The second approach estimates this share as a parameter of a DSGE model (e.g. [5]). The drawback of
the latter approach is that the estimation is sensitive to the specification of the model and priors for the
model’s parameters, thus we will use the first approach.

In can be easily shown that the permanent income hypothesis implies that under some weak assump-
tions, consumption follows a random walk. If a fraction A of households is assumed to consume their
whole current disposable income, we arrive at the following modified Euler equation (e.g. [5]):

Ac; = a+ ANy, + ¢ (1)

where ¢; is personal consumption and y; is personal disposable income. Under the permanent income
hypothesis, A should be equal to zero, i.e. change in consumption should follow a random walk.
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3.1 Time invariant estimates

The estimation of the time invariant share of rule-of-thumb households is relatively straightforward and
follows from Equation 1. However, one must bear in mind that this equation is endogenous (¢, is correlated
with Ay;) and thus an instrumental variable approach needs to be used. As Campbell and Mankiw
[4] suggest, any lagged variables that help to predict changes in income can be used, since they are
uncorrelated with changes in consumption.

3.2 Time-varying estimates

It is plausible that A is not constant over time ([2], [13]). This is particularly true for the case of the
Czech Republic, which has undergone a process of economic transformation, during which the financial
system has changed significantly. Various credit institutions have been set up, earnings have become more
dispersed among the population, both of which have led to changing structure of liquidity constraints
and rule-of-thumb behaviour.

The time-varying A can be estimated in the framework of time-varying regression with endogenous
covariates. A standard Kalman filter approach cannot be used, so we use a method by Kim [10] to
estimate the share of rule-of-thumb households.

We assume that the parameters in the endogenous regression follow a random walk:
Acy = oy + MAY + ey

o = o1+ Ua,t Ua,t ~ N(070'§) (2)
At = A1+ ung ue ~ N(0,0%)

Similarly, parameters in the first stage are also assumed to follow random walks:

Ay = 210 + o,vf
0 =01 + Us,t Ug,t ~ N(O7 szelta)

The endogeneity in the regression is assumed to have the following form:

vf .. 0 1 poe
(2= () %)) .

Then a relatively straightforward procedure can be used (see [10] for its derivation):

e Step 1: Estimate a time-varying equation A; = z;6; + o,v; using Kalman filter, obtain vflT

e Step 2: Estimate an adjusted time-varying equation: dc; = ay + \(AY; + Uepv;‘IT + wy

4 Data

Two main variables - consumption and income - in Equation 1 had to be chosen. We use consumption
of non-durable goods and services as a variable representing consumption. This variable has been down-
loaded from the Czech Statistical Office. Next, we use GDP as the variable for income. GDP is only a
proxy and it has been chosen because the variable on disposable income has been constructed only since
2007 by the CZSO!.

The time series are deflated by consumption / GDP deflator and are transformed to logarithmic per
capita values. Lagged changes in the two variables, along with changes in 3 month money market rates
are used as instruments. In addition, we use an error correction term c;_s — y;_o of log real per capita
values as an instrument.

LA similar variable was published by the Czech National Bank but it is not constructed any more. Unfortunately, the
methodology for the two differs and they are not comparable

-10 -
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5 Results
5.1 Time invariant share

Several instruments have been used to account for endogeneity in Equation 1: lagged changes in real per
capita consumption, income, interest rates and finally an error correction term ¢;_o — y;_o. As Campbell
and Mankiw [4] argue, variables at least at two lags should be used to prevent autocorrelation in the
results, thus we follow this advice.

Based on R? from the first stage, the models reported in Table 1 are used for the estimation. The
reported data in Table 1 are estimated on the sample ending in 2007Q4. This is because the development
of GDP growth in the period of financial crisis was hardly predictable using macroeconomic data and
including the mentioned data could distort our results.

Model Instruments n R? F

V(1) Ays...Ayy 43 052 15.6
IV(2) Ays...Ayig A1 047 75
IV(3) Ay—o...Ays—s,Act—o...ACt—_4,Ct—2 — Y2 43 0.53 7.88
IV4) Ayo...Ayia,Aci—o...Act—g, Dy ... Nig_y,ct— 0 —y1—o 43 055 6.2

Table 1: Adjusted R? and F statistics from the first stage

The second stage results reported in Table 2 suggest that the share of rule-of-thumb households has
been significant during the period under consideration. The estimates vary among the four considered
models and range from 0.38 to 0.59. This is in line with the results for other countries. For example, [4]
have estimated this share to be 0.5 for the US and 0.4 in Italy. Similarly, [5] estimate this share to be
0.37 in their DSGE model of the eurozone. Also, a dummy variable indicating the financial crisis period
was added as an explanatory variable but the results have not changed much (thus they are not reported
in the table).

OLS n IV(1) IV(2) IV(3) IV(4)
1996Q1 - 2011Q4 0.24 63 059 049 038 043
1996Q1 - 2007Q4 0.41 47 085 0.7 081 0.81
1998Q1 - 2011Q4 0.24 56 041 037 034 033
1998Q1 - 2007Q4  0.44 40 0.39  0.15 041  0.32

Table 2: Estimated share of rule-of-thumb households () using 2SLS

In contrast, the results vary when the models are estimated on three subsamples - the pre-crisis
period, the period starting in 1998Q1 and the period 1998Q1-2007Q42. The varying results point to the
instability of the share and suggest that the share has fallen after 2008, which is a puzzling result (one
would expect the share to increase due to deteriorating credit conditions) worth further investigation.
The first explanation might be that the fall in income was expected to be only short-lived, thus the
households did not consume so much less as implied by the change in income (this would be in line with
the permanent income hypothesis). The second explanation might be a misspecification of the model or
problems connected with the definition of the variables. Both possibilities will be explored in our further
research.

5.2 Time-varying share

The puzzling result from the previous section, i.e. the fall in the share, is confirmed also using the time-
varying model estimated using the approach by [10]. The results tend to be in line with the permanent
income hypothesis since around 2007. This is in contrast with the evidence, i.e. the deteriorating credit
conditions of households.

2Statistical significance of instability of the estimates was confirmed also by CUSUM and CUSUM-SQ tests.
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Figure 1: Time-varying share of rule-of-thumb households in the Czech Republic (1997Q2 - 2011Q4)

6 Conclusion

In this paper, we have discussed the importance of incorporating rule-of-thumb behaviour of consumers
into macroeconomic models and we have performed both time-invariant and time-varying estimation of
the share of rule-of-thumb households. Our results suggest that the permanent income hypothesis is
rejected in the Czech economy due to a significant share of rule-of-thumb households. However, the
results point to a decline in the recent years, which is not a very plausible result due to deteriorating
credit conditions of households. In our future work, we will try to find factors that are behind this decline
and find a credible robust estimate of the share that could be used in macroeconomic models.
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Application of Cooperative Game Solution Concepts
to a Collusive Oligopoly Game

David Bartl!

Abstract. An oligopoly is a market where a couple of large producers supply
some goods. If the oligopoly is collusive, the producers form coalitions. Then,
within each of the coalitions, the producers wish to divide their total profit
among themselves. They could use a cooperative transferable utility game so-
lution concept, such as the core, if the game were in the coalitional form. This,
however, is not the case. In this paper, we propose an approach to overcome
that difficulty: converting the collusive oligopoly into the partition function
form, we show how the known cooperative game solution concepts (core, bar-
gaining set) can be applied to that game. Actually, the proposed approach is
suitable not only for a collusive oligopoly, but, under some assumptions, for
any cooperative strategic form game.

Keywords: cooperative games, partition function form games, solution con-
cepts, core, bargaining set.

JEL classification: C71, L13
AMS classification: 91A12

1 Introduction

Let us consider a game in the strategic (or normal) form: let N = {1,...,n} be the set of the players,
let X1, ..., X, be the strategy spaces of the players, and let Fy, ..., F, be their payoff functions. Each
X is a non-empty set and each F} is a real function defined on the Cartesian product X; x --- x X,.

For a player j € N, the set X consists of all the decisions (called strategies) which the player j can
make. At a moment, each of the players j € IV picks up a strategy x; € X; and receives the amount of
Fj(x1,...,xy,) of some utility (such as money).

An example of a game in the strategic form is an oligopoly. It is a market where a couple of large
producers supply some goods. Each of the producers has enough power to influence the market by its
decisions. We shall describe the Cournot model [3] of an oligopoly here. Let N = {1,...,n} be the set
of the oligopolists. They supply one kind of some goods, product or commodity (such as metal, grain,
oil, etc.). For j € N, let L; > 0 be the production limit of the oligopolist j, i.e. the maximum amount
of the goods the oligopolist is able to supply to the market. Then X; = (0,L;), a closed interval, is
the oligopolist’s strategy space. Now, each of the oligopolists decides to supply some amount z; € X;
of the goods to the market. Hence, the total supply of the goods is s = 2?21 x;. Then an internal
mechanism of the market, which effects so that the market clears (the supply equals the demand for
the goods), establishes the price p(s) per a unit of the goods. The function p is the price (or inverse
demand) function of the oligopoly. The price function p is a real function defined on the closed interval
(0, L) where L = Z?zl L; is the maximum total supply of the goods to the market. Then z;p(s), the
supply multiplied by the unit price, is the revenue of the oligopolist j. However, the oligopolist faces some
production costs connected with the supply of the amount z; of the goods. The oligopolist’s production
costs are c;j(x;) where ¢; is the cost function of the oligopolist j. The cost function ¢; is a real function
defined on the interval X; = (0, L;). Finally, the oligopolist’s net profit is F;(x1, ..., zy,) = z;p(s) —c;(x;)

for j € N where s = 37 z;.
Given a strategic form game (oligopoly), we say that [z},...,2%] € X3 x --- x X, is a point of
the Nash equilibrium iff, for each j € N, it holds Fj(z7,..., 27 1,25, 2 1,...,7) < Fy(z],... 254,

LUniversity of Ostrava, Faculty of Science, Department of Mathematics, 30. dubna 22, 701 03 Ostrava, Czech Republic,
e-mail: bartl@osu.cz
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T, L5, ,x)) for all ; € X;. The Nash equilibrium is also termed the Cournot equilibrium or the
Cournot-Nash equilibrium if the strategic form game under consideration is a Cournot oligopoly.

Let us assume the given strategic form game (oligopoly) is non-cooperative in the following sense:
(A) each player j chooses the decision z; € X; independently of the other players and, at the same time,
maximizes own profit F;(z1, ..., z,), disregarding the payoffs of the remaining players; (B) if the situation
has “settled down”, i.e., is in a Nash equilibrium, then the players do not react at all (or react very slowly)
if only one of them tries to change the equilibrium state; as the player’s payoff F; does not increase, the
player who tried to change the situation is returned back to the equilibrium state. Provided these two
assumptions (A) and (B) are satisfied and the game has exactly one point of the Nash equilibrium, let us
assume that the situation arrives there. Then, if we manage to find the unique point [z7,...,2%] of the

]
n
Nash equilibrium, we shall also know the individual payoffs F;(z7, ..., z} ), which the players will receive.

The question whether a point of the Nash equilibrium exists is addressed by the original papers
of Nash [11, 12], by the classical paper of Nikaid6é and Isoda [13], or by more recent papers, e.g. [14].
Conditions for the existence and uniqueness of the Cournot equilibrium can be found, e.g., in the papers
[8, 5]. (See also [4].) Especially interesting are the papers of Szidarovszky and Yakowitz [16, 17] and the
book [15].

Now, let us consider that the given strategic form game is cooperative (the given oligopoly is collusive).
That is, the players form coalitions. A coalition is any subset of the set of the players N. Let S = {j1,...,
Jns} € N be a coalition which has emerged. The members ji, ..., jn, of the coalition coordinate their
decisions in order to maximize their total payoff. Naturally, the coalition’s strategy space Xg comprises
the Cartesian product X;, x --- x X g when the players choose a strategy from the Cartesian product,
the total payoff Fs of the coalition is the sum 3 jes Fi of the individual payoffs of its members. However,
the strategy space Xg may contain yet additional strategies, which are not in the Cartesian product, i.e.,
they are feasible only if the players join because a single player or a smaller group of the players may not
have enough power to realise those decisions.

The situation simplifies if the considered cooperative game is a collusive Cournot oligopoly. Given
a coalition S = {j1,...,4ns} € N, the oligopolists ji, ..., jng simply join their production capacities
so that the coalition’s strategy space X reduces to the closed interval (0, Ls) where Lg = 3, ¢ L;.
When the coalition decides to supply some amount g € Xg of the goods to the market, the oligopolists
Jis -+, Jng will allocate their production to their most efficient plants. Hence, the coalition’s cost function
cs is calculated as cg(zs) = min{ Yies (@) 1 D jes®; = ws with z; € X for j € S}, provided that
the minimum exists. Therefore, the coalition’s net profit is Fis = zgp(s) — cs(xg) where s is the total
supply of the goods to the market.

It is definitely beyond the scope of this paper to study the process of the formation of coalitions.
Following [10], we shall simply assume that a coalition structure will “crystallize”. A coalition structure
is any partition of the set N. In other words, a coalition structure is a collection 8§ = {Sy,...,S5,} of
coalitions such that |J/_, S, = N and S, NS,» =0 iff / #/ forall /)" =1, ..., v.

Thus, we obtain another strategic form game where the set of the players is the set of the estab-
lished coalitions 8 = {S1,...,S5,}, their strategy spaces are Xg,, ..., Xg, and their payoff functions are
Fg,, ..., Fg,. It is quite natural to assume that, in this game, the coalitions will behave in a mutually
non-cooperative way, making the above assumptions (A) and (B) hold. Hence, if there exists exactly
one point [z ,...,2§ | of the Nash equilibrium in the game, the total payoffs Fs (x5, ,..., 2% ) of the
coalitions can be determined for t =1, ..., v.

Now, let the members j, 1, ..., j,,n, of an established coalition S, = {j,1,...,ji.n, } € 8 wish to divide
their total profit Fg, among themselves. If the game were in the coalitional form (see Section 3), then the
members could use, e.g., the concept of the core [7], the bargaining set [10], or another transferable utility
(TU) game solution concept. That, however, is not the case: the cooperative game under consideration
is in the strategic form.

In this paper, in order to apply TU-game solution concepts to the given cooperative strategic form
game, we propose the following approach: First, to convert the cooperative strategic form game into
the partition function form (Section 2). And, then, to apply cooperative TU-game solution concepts to
the partition function form game (Section 3). The approach proposed here extends and generalises the
author’s earlier idea which originally appeared in [1].
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2 Conversion of a cooperative strategic form game into a partition function
form game

Let N = {1,...,n} be the set of the players. Let & be the set of all coalition structures 8 that the players
can form. Recall that a partition function form game, in the famous sense of Thrall and Lucas [18], is
given by a partition function F which is defined on the set of all coalition structures & and, to each
coalition structure 8 € &, it assigns a function Fg: § — R. For a coalition S € 8, the value Fs(S) is the
total payoff that the established coalition S will receive.

Given a cooperative game in the strategic form, it is easy to convert it into the partition function form:
Let 8§ = {S1,...,S5,} € & be a coalition structure, which the players have formed. Let Xg,, ..., Xg,
and Fg,, ..., Fs, be the strategy spaces and the payoff functions, respectively, of the coalitions. Let us
assume that, for any coalition structure § € G, there exists exactly one Nash equilibrium in the game
among the coalitions. Let [:rgl sy :vfgy] € Xg, x---x Xg, be the unique point of the Nash equilibrium.
We put Fs(S,) = Fs,(25,,-..,25 ) for . =1, ..., v. The conversion has been described thus.

The assumption of the existence and uniqueness of the Nash equilibrium for any coalition structure
8 € G can be seen quite restrictive. However, it can be met in the case of a Cournot oligopoly for example.
It is not difficult to show [16, 17, 15] that if the price function p of the oligopoly is linear and decreasing
(so p(s) = as + b for some a < 0 and b > 0) and the oligopolists’ cost functions ¢; are non-increasing
and convex, then the oligopoly possesses exactly one Cournot equilibrium. Moreover, it is an exercise to
show that if the cost functions c; are convex, then, for any coalition S C N, the coalition’s cost function
cs(zs) =min{ 3o g ej(w;) : X0 o) = xs with x; € X for j € S} is also convex. Hence, there exists
a unique Cournot equilibrium for any coalition structure § € & in the non-cooperative oligopolistic game
among the coalitions.

3 Application of Cooperative TU-Game Solution Concepts to a Partition
Function Form Game

Let us consider a cooperative game with transferable utility (TU) in the coalitional form: Let N =
{1,...,n} be the set of the players. A coalition is any subset of the set of the players. Then P(N) = {5 :
S C N}, the potency set of the set N, is the collection of all coalitions which can be formed. Finally, let
v: P(N) — R with v(0) = 0 be the coalitional (or characteristic) function of the game.

When a coalition S C N is formed, it receives the amount of v(.S) units of some utility. It is assumed
here that the utility is transferable, that is, the members of the coalition S can divide the amount among
themselves.

Let us consider that the players have formed a coalition structure 8§ = {S1,...,S,}. Then v(S,) is
the payoff that the coalition S, receives for t = 1, ..., v. Now, the question, which the cooperative game
theory studies, is how will the members of the coalitions S, divide their payoffs v(S,) among themselves.

The division of the profit among the players is described by the payoff vector. A payoff vector is any
n-tuple @ = [a1,...,a,] € R”. The number a; stands for the amount which is allotted to the player
j€EN.

Several solution concepts — such as the core [7] or the bargaining set [10] — were proposed to address the
question. Recall that a solution concept is a mapping that, to a given coalitional function v: P(N) — R
with v()) = 0 and a given coalition structure 8, assigns a set of payoff vectors; sometimes, it assigns
a collection of sets of payoff vectors or just a single payoff vector (in the case of the von Neumann-
Morgenstern solution or the Shapley value, respectively; we shall not deal with these solution concepts
in this paper).

Here, given a coalition structure 8, we would like to apply those solution concepts to a partition
function form game F. In the following, we shall recall and contemplate the solution concept of the core
and that of the bargaining set.

Given a coalitional function v: P(N) — R with v(#) = 0 and a coalition structure 8 = {S1,...,S,},
the core of the game is the set C = {a € R" : djes, @5 = v(S,) for S, € 8 and 3, ga; > v(S) for all
SeP(N)\8}.

-16 -



Proceedings of 30th International Conference Mathematical Methods in Economics

Now, given the coalition structure 8§ = {S7,...,5,}, as above, and recalling the motivation stated
in the Introduction, let us apply the concept of the core to a partition function form game F. We can
indeed formulate the equalities that are a part of the description of the core: let 37, ¢ a; = Fs(S,) for
S, € 8. The equalities mean that each of the established coalitions S, divides all its proﬁt v(S,) among
its members. Nonetheless, how about the inequalities ). ca; > v(S) for § € P(N)\ 8? Do we need
the inequalities — what do they mean?

jES

The inequalities 3 ;g a; > v(S) for S € P(N)\8 are the conditions of group stability. Let us consider
a coalition S € P(N) \S That is, the coalition does actually not exist, but could potentially be formed.
Should the respective inequality not hold, so we would have jes @i < v(S), then the coalition S would
have a good reason to form because its total payoff v(S) will be higher that the present total payoff
>_jes a; of its members. That is, if . 5 a; < v(S5), then the present coalition structure § is instable
and the new coalition S will emerge.

Let us continue that thoughts: When the new coalition S € P(N) \ 8§ emerges, what happens with
the coalition structure 87 We assume that a new coalition structure Sg, containing S, will form shortly
after the emergence of the coalition S. Which particular coalition structure 85 € & will form, i.e., which
coalitions it will contain, depends on the chosen approach. In this paper, we mention the y-approach and
the d-approach of Hart and Kurz [6].

If we assume the y-approach, then the new coalition structure will be 85 = {S} U {S, €8 :
S,NS=0}u{{j}:35 €8:j5€ 5 \S} In words, the new coalition structure S5 contains the
new coalition S, all the formerly established coalitions S, € 8 not affected by the departure (S, NS = (),
but the other coalitions (S, NS # @) split into singletons {j}.

If we assume the d-approach, then the new coalition structure will be 85 = {S} U {S, \ S :
S 2 S, € 8}. In words, the new coalition structure 8g contains the new coalition S, all the formerly
established coalitions S, € 8§ not affected by the departure (S, NS = @), but the remaining non-empty
parts S, \ S of the other coalitions (S, N S # () stay intact.

Now, it is easy to formulate the conditions of group stability for the partition function form game F and
the established coalition structure 8. We write 3 ;g a; > Fs,(S) for S € P(N)\S. To conclude, we define
the core of the partition function form game F with respect to the coalition structure 8 = {S1,...,5,}
tobetheset C={aeR":Y . s a;=Fs(S,) for S, €S and > . _ga; > Fs,(S) for all S € P(N \S}

Note that, in the definition of the core, the payoffs Fs,(S’) of the other coalitions S" € 8g\ {S} from
the new coalition structure 8g are immaterial to us. However, when a coalition S € P(N) \ § departs,
neither the original definition of the core of a coalitional form game considers what happens with the
payoffs of the other coalitions.

JES. jES

We shall deal with the concept of the bargaining set in the rest of this section. We shall recall the
concept of the imputation, objection, and counterobjection first.

Let a coalitional function v: P(N) — R with v() = 0 and a coalition structure 8§ = {S7,...,S,}
be given. Then the set of the imputations of the game is the set X = {a € R™ : > jes, @ = v(S,) for
S, € 8 and a; > v({j}) for all j € N }. As above, the equalities > jes, aj = v(S,) mean that each of the
established coalitions S, divides all its profit v(.S,) among its members. The inequalities a; > v({;j}) are
the conditions of individual rationality. For a j € N, the one-player coalition {j} does actually not exist
(unless {j} € 8), but, if a; < v({j}), i.e., the player j receives less than the player can obtain by forming
own independent coalition, then the present coalition structure 8 is instable and the coalition {j} will
emerge.

Consider two distinct players k,l € S, € 8, k # [, from an established coalition S,. Let a € X be an
imputation under the consideration.

An objection of the player k against [ at the imputation « is a pair (K,b) where K C N is a coalition
such that k € K # [ and b € R¥ is such that > jer by = v(K) and b; > a; for all j € K. That is, the
coalition K does actually not exist, but has the potential to form because all its new members will receive
higher payoffs than under the current division a of the profit. Note that the concept of the objection
does not concern with the payoffs of the players outside the coalition K if the coalition separates.

A counterobjection of the player [ to the objection (K,b) of k against [ at a is a pair (L,c¢) where
L C N is a coalition such that | € L 3 k and | € RL satisfies Yjer ¢ = v(L) with ¢; > b; for all
je€LNK and ¢; > a; for all j € L'\ K. So, it is assumed now that the coalition K has really emerged.
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The coalition L does not actually exist, but again has the potential to form because the members from K
as well as the new members from outside K will receive the same or higher payoffs than under the current
division b or a, respectively, of the profit. Note that neither the concept of the counterobjection concerns
with the payoffs of the players outside the coalition L if it forms.

We say that an objection is justified iff there is no counterobjection to it. Finally, the bargaining set
is the set of all imputations a € X such that there does not exist any justified objection at a. That is,
the bargaining set is the set M = {a € X : VS, € 8 Vk,l € S,, k # I, V(K,b), (K,b) is an objection of
k against [ at a, (L, ¢), (L, c) is a counterobjection of I to (K,b) of k against [ at a }.

Now, having understood the concept of the core earlier, it is easy to restate the above definitions
in the setting of a partition function form game F. Let 8§ = {S1,...,S5,} be the established coalition
structure. Recall that 8g denotes the coalition that will form if the coalition S € P(N) \ 8§ decides to
depart. We can adopt several approaches (such as the y-approach or the d-approach) to define 8g. (We
put Ss =8 if S €8.)

We define the set of the imputations to be the set X = {a € R" : )
aj > Fs;,({7}) for all j € N}

jes, @5 = Fs(S,) for S, € 8§ and

Let k,1 € S, € 8, k # [, be two distinct players from an established coalition and let a € X be an
imputation. We define an objection of the player k against [ at the imputation a to be a pair (K, b) where
K C N is such that k € K # [ and b € R¥ is such that Y jerbj = Fs (K) and b; > a; for all j € K.
And we define a counterobjection of the player ! to the objection (K,b) of k against [ at a to be a pair
(L,c) where L C N is such that [ € L 3 k and ¢ € RL satisfies > jer ¢ = Fsx), (L) with ¢; > b; for all
JeELNK and ¢; >aj forall j € L\ K.

Finally, we define the bargaining set to be the set of all imputations a € X such that there does not
exist any justified objection at a, i.e., to be the set M} = {a € X : VS, € 8Vk,l € S,, k # I, V(K,b),
(K, b) is an objection of k against [ at a, 3(L, ), (L,c) is a counterobjection of I to (K,b) of k against [
at a }.

4 Conclusions

We considered a cooperative game in the strategic form. The classical solution concepts (the core, the
bargaining set, etc.), being defined for coalitional form games, cannot be applied to that game directly.
Therefore, under the assumption of the existence and uniqueness of the Nash equilibrium, we proposed
in Section 2 to convert the cooperative strategic form into a partition function form game.

We noted in Section 2 that if the price function of a Cournot oligopoly is linear and decreasing and the
cost functions of the oligopolists are convex and non-increasing, then there exists exactly one Cournot
equilibrium, whence the proposed conversion is possible. (See also [9].) It is a motivation of further
research to find more general conditions under which there exists (exactly one) Cournot equilibrium in
the oligopoly.

In Section 3, we showed how to apply the concept of the core and that of the bargaining set, which are
defined for coalitional form games, to a partition function form game. Consequently, they can be applied
to the original cooperative strategic form game (under the assumption of the existence and uniqueness
of the Nash equilibrium), such as the collusive Cournot oligopoly.

For the lack of the space, we did not deal with other popular solution concepts (the von Neumann-
Morgenstern solution, the kernel, the nucleolus, or the Shapley value) in Section 3. They could be applied
analogously.

Note that if the considered partition function form game JF is the result of the conversion of a cooper-
ative strategic form game, if § = { N}, i.e., the coalition structure contains only the grand coalition of the
players, and if we assume the y-approach, then our definition of the core of the partition function form
game yields precisely the concept of the «-core of Chander and Tulkens [2]. Nonetheless, our approach is
more general in the sense that we define the core for any coalition structure 8.

Actually, it was essential for the conversion described in Section 3 to decide upon the approach which
coalition structure 8g will form when a coalition S € P(N) \ 8§ departs from 8. The application of the
~v-approach, the §-approach, etc., results in the concept of the ~y-core, the d-core, etc., the concept of the
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~-bargaining set, the d-bargaining set, etc., etc. While our concept of the «-core is more general than
that of [2], as already mentioned, the concept of the y-bargaining set or the §-bargaining set is, according
to the author’s best knowledge, new.
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Use of the three-point PERT estimate

in Critical Chain method
Jan Bartoékal, Tomas Subrt’

Abstract. The paper proposes the stochastic modification of the Critical Chain
method. The authors design new computation procedure for time buffers with the
use of the three-point PERT estimate. The proposed procedure in Critical Chain
method reflects the human factor in scheduled tasks. The original Goldratt time
estimate purging works with 50% purging for all tasks in the project. However the
tasks in the project are usually of various kinds with different dependency on human
factor. There should be a relevant value of concealed time reserve for each concrete
task. Within real projects the three-point PERT estimate is often adapted to suit
specific requirements and project needs. Possible modification of the three-point
PERT estimate offers many options which incorporate the human factor into the
projects. Usually, only the pessimistic and the optimistic parameters of the three-
point PERT estimate are precisely set. The pessimistic and optimistic parameters can
be used for the estimate of a concealed time reserve. The concealed time reserve is
needed for the time estimate purging within the Critical Chain method. The correct
time estimate purging with various concealed time reserve for each task can bring
saving costs of the project. The handling of human factor is still an important issue
in project management.

Keywords: project management; Critical Chain method; thee-point PERT Estimate;
concealed time reserve; time estimate purging; work effort; Student Syndrome.

JEL Classification: C61.
AMS Classification: 90B99.

1 Introduction

Even after the first decade of the twenty-first century it is evident that still many projects exceed their deadlines
and their budgets. The impact of human factor on every project and its objectives is indisputable. And it is the
human factor that is a frequent denominator of evident or hidden causes of project failure. Applying international
standards (such as PMI, IPMA, and Prince2) in project management restricts human factor influence to some
degree or in a certain phase of the project only. Not even thorough application of the latest mathematical
methods and approaches leads to an essential elimination of the human factor impact. The methods or
approaches are still unable to capture the human factor impact. The methods which can enable work with the
human factor impact are the PERT method and Critical Chain method. In specialist literature, both methods are
constantly developed and modified, particularly in [1], [6], [8], [9], [12], [13], [14] or [15].

Deficiencies and possible modifications of a commonly used approach for the computation of the mean value
and time estimate dispersion in PERT method is discussed for instance in [8] and [13]. The author of [8]
however, deals with the use of rectangular beta distribution and its possible advantages for application. Another
approach to the modification of a current way of computation using PERT method is offered by [13] who
proposes his own way of mean value approximation and time estimate dispersion and compares them with the
existing ways. Both articles work with mathematical apparatus only and propose the modification of either beta
distribution or the mean value and dispersion computation. In their results, the above-mentioned articles do not
directly offer the impact of the human factor in determining the duration time estimate. The way of application
and possible modification of the PERT method is further dealt with in for example [1], [6] or [12]. A key
element in the PERT method is its three-point estimate which relies on a presupposed beta distribution of
individual activity duration time. In practice there exist a number of application alternatives for three-point

! Ing. Jan Bartoska, Ph.D., bartoska@pef.czu.cz, Department of Systems Engineering,
Faculty of Economics and Management, Czech University of Life Sciences Prague, Kamyckd 129, 165 21 Prague 6, Czech Republic.

% Doc. Ing. Tomas Subrt, Ph.D., subrt@pef.czu.cz, Department of Systems Engineering,
Faculty of Economics and Management, Czech University of Life Sciences Prague, Kamycka 129, 165 21 Prague 6, Czech Republic

-20 -



30th International Conference Mathematical Methods in Economics

estimate without a more profound theoretical framework although the use of the three-point estimate
presupposing the beta distribution even in other project management methods and approaches is at hand. The
benefit of the three-point estimate consists in the incorporation of the human factor impact into activity duration.
The estimate of optimistic and pessimistic duration presents and always will present particular and unequivocal
information about the difficulty of the task and presupposed effort of an allocated resource. There are many
articles either directly or indirectly dealing with the human factor impact on the project realization; however the
articles do not look for solutions or do not incorporate them in their proposals. In projects the human factor
impact can be seen as “Student Syndrome” phenomenon. The “Student Syndrome” is discussed for example in
[5] and [10]. The phenomenon was one of the basic conditions for Critical Chain method in [7] or also in [5].
The deficiencies of the Critical Chain method are particularly discussed in Raz et al. [14] who stress its
contribution and encourage its further development. However, the combination of the three-point PERT estimate
and Critical Chain method is discussed only by few.

The following text of the article focuses on the modification of a concealed time reserve and its use for
modified computation of time buffers in the Critical Chain method. The article aims to propose the way of three-
point estimate use in the Critical Chain method in order to eliminate the impact of the human factor.

2 Material and methods

2.1 Three-point estimate modification

In article [2], authors Bartoska and Subrt deal with the modification of the three-point PER estimate. A proposed
modification proceeds from the human factor influence in project management and lies in shifting a duration
distribution peak towards a pessimistic or optimistic estimate. The precondition of the proposal is a variable
duration distribution peak for variable work effort. Another approach to the PERT method modification is
discussed for example by Hanh [8] or Premachandra [13]. In article [2] the shifting of the duration distribution
peak is enabled by a proposed mean value computation. The proposal is based on the elimination of a mode
value, i.e. an estimate value of the most frequent activity duration. The shifting direction is determined by a
proposed y parameter with the range of values (0; +o). The parameter expresses the impact of the human factor,
i.e. “Student Syndrome” on activity duration distribution. Bartoska and Subrt [2] mention that the more the
resource succumbs to the “Student Syndrome”, the more an activity duration distribution peak shifts towards a
pessimistic estimate. The resource’s succumbing to the “Student Syndrome” does not change in a short span of
time. The pertinence of the mode estimate, i.e. the position of a distribution peak, will depend on the level of
resource’s self-criticism which is not taken into account in the PERT method. If the resource knowingly or
unknowingly sets the modal parameter in a way different from reality or long-term experience, there will be an
imprecise mean value estimate of the duration, which can jeopardize the whole project. To a certain degree, the
pertinence of the most frequent activity duration estimate also determines the delay of the activity as well as the
delay of the project. Verifying the plausibility and correctness of the duration mode estimate can be an uneasy
and impossible task for a project manager. If the project manager has enough information and experience with
the resource, s/he can make a better estimation of an activity duration distribution peak than the resource. Unlike
the resource, the manager does not succumb to the subjectivity of a resource allocated to the activity. Article [2]
therefore proposes the modification of the three-point estimate of activity duration not using a modal value:

Yib; +ay

Hy = 1+7€y (D

where parameters b;; and a;; in formula (1) are pessimistic and optimistic estimates of activity duration, and
parameter y; is the level of the “Student Syndrome” influence on an allocated human resource in the activity.
The project manager can set the value of parameter y; in the range of (0; +00) and determine an activity duration
distribution peak. A very low value of parameter y presents the state where the “Student Syndrome” has nearly
no influence and the mean value of activity duration approaches an optimistic estimate. An extremely high value
of parameter y expresses absolute influence of the syndrome where the mean value of the activity duration
approaches a pessimistic estimate. The more the value of parameter y approaches 0, the more the resource is
knowledgeable in his/her work effort and vice versa. The parameter y, proposed in article [2], can be further
interpreted as an estimate coefficient for maximum load of the resource during activity realization.
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2.2 Individual time estimate purging

In his work [3], Bartoska deals with the modification of the present Critical Chain method modification using a
wider interpretation of the PERT method beta distribution parameters. The Critical Chain method, discussed
particularly by Goldratt [7] or also Leach [10], requires time purging for individual activities. BartoSka [3]
proposes the purging of particular activities individually according to their character and the character of their
resources. The determination of the three-point estimate parameters for each activity in the project takes place by
way of questions and answers between the project manager and a responsible resource. When estimating the
parameters, a worker responsible for the activity, i.e. a resource or resource team, succumbs to the “Student
Syndrome”. This phenomenon, expected in the resource’s behaviour, will have influence on the estimate of the
most frequent duration (m;) and the values of pessimistic duration (b;) of the activity. While for m; value
estimate the resource proceeds especially from his or her experience and historical data and facts, for b; value
estimate the resource succumbs more to his or her expectations. This can be explained by the fear of possible
failure and effort to gain time reserve for the activity the resource is responsible for. When estimating m;; value,
there exists “Student Syndrome” impact from the viewpoint of the experience obtained by the investigator during
his or her practical training only. It can be referred to as concealed influence of the phenomenon. When
estimating b;; value, there exist “Student Syndrome” influence from the expected behaviour of a future
investigator only, i.e. it can be referred to as a direct influence of the phenomenon. If the human factor
influence, i.e. “Student Syndrome”, is incorporated in reducing former given activity duration, based on the
three-point estimate of arbitrary project activity, a purging value (p;) can be determined as follows:

_by—my

b

ij

D (@)

The derived expression (2) in [3] presents the share of a concealed time reserve of the investigator in a total
activity duration ij. The computed value (p;) can be used for activity duration purging (z;) as follows [3]:

t/i/:(]_pi/)ti/ 3)

The precondition for direct shortening of the former activity duration by a particular value is the occurrence
of a concealed time reserve of the investigator, which can be expressed as difference between pessimistic time
estimate (b;) and the most frequent time estimate, or modem (m;). The concealed time reserve of the investigator
in relation to the pessimistic time estimate (b;) expresses time overlap which, in most cases, is not duly used by
the resource. The concealed time reserve can be expressed as follows:

Ty =by —my “

The investigator increases the time estimate by the concealed time reserve which is not used in the end. In
practice, this feature is common and is stressed by a right-sided asymmetry in applied PERT method beta
distribution. Using the three-point estimate in the Critical Chain method, feeding buffers and a project buffer can
be computed taking into account the variety of individual activities, i.e. a greater concern for the human factor
influence on individual activities, and consequently in the project as a whole [3].

3 Results and Discussion

3.1 Individual time estimate purging modification

The three-point estimate modification offers the computation of an activity duration mean value without the use
of modal value. The activity duration beta distribution peak in proposal [2] will vary depending on the character
of the resource and it will be dependent on the human factor influence. The most frequent activity time estimate
(m;j), which is the distribution peak value, is represented in the computation of an activity duration mean value
by parameter y; Therefore it is convenient to modify the computation of a concealed time reserve as well,
because in the modification we give up the mode value in favour of reducing human factor influence. Instead of
a mode value it is necessary to select other characteristics of the position which would unequivocally express the
midpoint of the aggregate. Suitable characteristics are in this case the mean value of activity duration (1). The
mode and mean value can differ and they can both express the midpoint of the aggregate in a different
interpretation. Mode (m;) is the most frequent activity duration value. The mean value represents 50% activity
duration. Such precondition is theoretical and not always valid in practical project management and for the
application of the following proposal it needs to be verified. Of the above-mentioned interpretations the mean
value (u;) appears to be a more precise middle parameter. Even in his original recommendation, Goldratt [7]
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mentions exactly 50% for activity duration purging. However, due to the asymmetry of beta distribution, the
final purging (p;) will correspond to 50% value in several cases only. The duration will be purged by 50%
observation, not 50% value. The impact of the human factor can be expressed as a concealed time reserve as
follows (3):

i = bij —H; Q)

where r; value is a reserve added by a resource and the value of possible activity duration purging. By
substituting (1) for (5) the computation of the concealed time reserve can be derived as follows:

_bj-q (©6)
i~
I+y,;
Expression (6) proceeds from the modification of the three-point estimate and represents the way of

concealed time reserve estimate of the resource in the activity. The value of the concealed reserve (r;) can be
used for the determination of a purging value:

p (N

The share of a concealed time reserve (r;) and pessimistic duration (b;;) should be presented in per cent. The
share can purge the original duration which in case of the three-point estimate will be a computed mean value

(w43)-

3.2 Time buffers by the three-point estimate

[7], [10] or [5] summarise the principle of time buffer creation and their use in the Critical Chain method.
Usually, shortening original duration for all activities about 50% is presupposed. The subtracted time is then
used for the creation of project time buffers. This Critical Chain method approach takes into account all activities
in the project at the same level and does not consider possible differences in individual activities and their
resources. The time buffer computation can be carried out differently [3], using a concealed time reserves (r;)
and derived purging parameters (p;). The computation where the three-point PERT estimate and calculated mean
value (u;;) were used will take into account the impact of the human factor on individual activities of a different
type and nature. New computation of non-critical paths time buffers using the Critical Chain method is as
follows:

FBy =Y p,..;:i,jeQ ®)

where feeding buffer FB, of a non-critical path Q is determined by the amount of duration mean value
multiples (u;;) with the level of purging (p;). The computation incorporates those activities which occur on the
non-critical path Q only. The computation of the time buffer of a critical path will be similar:

PB, =) p,...;i.jEE )

In (9) the project time buffer on a critical path is denoted as PBj taking into account the fact that the
computation comprises only those project activities lying on the critical path E. For the Critical Chain method
the purging of activity duration is carried out identically for the whole project. Placing feeding buffers at the end
of the non-critical paths and placing project buffers at the end of the project can be done any time. The time
buffers can be placed before or after finding a critical path. This is caused by the fact that all time values for
computation in the project time schedule are purged about 50%, which does not affect determining the critical
path. Critical activities remain critical even after inserting the time buffers. The only change which takes place
during the original Critical Chain method computation is the shortening of all time data to the half of their value.
However, these described preconditions cease to be valid for the mentioned proposal of the time buffer
computation when using the three-point estimate. It is necessary to consider omitting a critical path where the
length of a non-critical path with its feeding buffer could become longer than the length of a corresponding
critical path segment. The length of the corresponding critical path segment (Ey), which starts in the place of the
beginning and finishes in the place of the end of a non-critical path Q, expresses maximum time for the
realization of a non-critical path even with its feeding buffer. Should the non-critical path be delayed and its
feeding buffer, based on (8), exhausted, a corresponding segment of a critical path could be omitted. This is

-23-



30th International Conference Mathematical Methods in Economics

supported by the fact that the above-mentioned proposal of the time buffer computation works with individual
activity purging. The activities on a non-critical path can be purged more than the activities on a given segment
of a critical path. Then the feeding buffer could grow up enormously. Therefore another way of computing
feeding buffers is necessary:

FBy=>...(1-p )= ..;(1-p; )ii.je Q;r,s€ E, (10)

where the feeding buffer FB, of a non-critical path Q is determined by the difference of purged duration
amount on segment E, of a critical path E and purged duration amount on a non-critical path Q. In sum with
non-critical path length, the size of the feeding buffer will always be at least as big as a corresponding segment
of a critical path. The critical path will never be omitted.

4 Conclusion

The article deals with possible use of the three-point PERT estimate in the Critical Chain method. The purpose
of such connection is to eliminate the impact of human factor. The article presents the human factor impact as
“Student Syndrome”. Its elimination can be achieved by the use of a modified three-point estimate where an
allocated resource is not determined by an activity duration distribution peak (mode) but by a project manager.
The activity duration distribution peak can be expressed in dependence on a “Student Syndrome” impact on the
allocated resource, which presupposes the existence of a concealed time reserve implicitly incorporated in the
duration time estimate made by the resource. The authors of the paper interpret the concealed time reserve of the
resource as the difference between the middle distribution characteristics and pessimistic duration estimate. The
paper further presents a proposal for the computation of feeding buffers and a project buffer within the Critical
Chain method. The proposal of the time buffer computation is based on the use of the concealed time reserve and
pessimistic duration estimate as individual purging for particular project activities. The proposals and
preconditions mentioned in the article are theoretical without practical computation or example. In the paper, the
authors proceed from their previous work and research done on the subject as well as from previously published
specialist literature.
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Sensitivity of monetary poverty measures on the setting of pa-
rameters concerning equalization of household size

Jitka Bartoéovail, Vladislav Bina®

Abstract. This contribution concerns the influence of parameter setting in case of
the equalized household size on chosen measures of monetary poverty — poverty
line, risk of poverty, depth of poverty and severity of poverty. The study of course
and sensitivity of reaction is applied on the data of sample survey EU-SILC 2009
(see [1]) which provides a possibility to mutually compare the change in particular
EU countries. The emphasis is primarily put on the graphical presentation of pa-
rameter changes in a model of equalized household size causing the change of na-
tional poverty lines (defined according to EU as 60 % of median of national income
per consuming unit) and changes of the above mentioned relative poverty measures
in case of particular EU member states. Let us clarify that poverty is a multifaceted
concept related to the absence or insufficient quantity of resources that are generally
regarded as indispensable for an individual or a household in a society. The contri-
bution presents how the chosen measures of monetary poverty of the EU countries
would be changed in case when usual definitions are altered.

Keywords: EU-SILC database; poverty measure; consumption unit; sensitivity.
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1 Comparison of monetary poverty in EU

The results of measurements of monetary poverty depend not only on the definition of poverty threshold but also
on the definition of equalized (i.e. mutually comparable) quantity of household incomes. The total disposable
household income contained straightforwardly in the EU SILC (Statistics on Income and Living Conditions)
survey data depends on the count of economically active members and pensioners living in one household. For
this reason the household income itself cannot be used for the comparison of poverty or abundance of house-
holds with different counts of economically active members, respectively pensioners. The total disposable in-
come of household (income per household) threats the household as a whole and for sake of monitoring of pov-
erty or abundance it concerns only the existence of common expenditures of household. The other extreme pos-
sibility, the income per representative, neglects all common expenditures and considers strictly expenditures of
individuals who are considered as equivalent from the aspect of monetary resources usage.

In order to obtain mutually comparable (equivalent) values of household incomes the unified measures of
household size were defined, so called consuming units which reflect not only the count of household members
but also household’s structure. The transformation of incomes into the equivalent scale was performed using the
definition of Organisation for Economic Co-operation and Development (OECD) — a consuming unit CUggcp.
This definition was later in EU modified into the variant CUgy. The different parameterization of particular indi-
viduals in construction of both types of consuming units implies the change of the representative value of house-
hold income and therefore the change in evaluation of the household’s poverty or abundance (see [6]). Thus the
question arises concerning the sensitivity of poverty measures used in EU on the setting of weights in consuming
unit definition. For this assessment of sensitivity the computational experiments were used or the monitoring of
both total and partial influence of parameter changes on the change of chosen poverty measures.

1.1 Measurement of monetary poverty

In the recent past and in present the significant part of research is devoted to the question of measurement and
elimination of poverty (see for example [4], [11] etc.). In literature dedicated to such issues we encounter several
different views of poverty (see [8]). But there are two primary approaches — the objective and subjective one.
The objective approach defines poverty by means of certain criteria concerning income or assets of a person. In
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contrary, the methods of subjective approach investigate whether the person considers himself/herself poor and
perceives the symptoms of poverty or ranks himself/herself among poor (see [5]).

Within the framework of objective approach we further distinguish the absolute and relative methodologies.
The absolute methodologies define poverty using some fixed value. The relative ones define the poverty via
relationship to an important characteristics (average or median income, distribution of income categories, etc.).
The second concept brings information about relative poverty which is expressed by prof. Peter Townsend from
London School of Economics who asserts that a person, family or population group can be considered as poor if
they lack resources to obtain food, live conditions and achievements standard in communities they belong to (see
[10]). In case of this definition the level of society development and prevailing circumstances are considered.

The importance of social context on determination of poverty is emphasized also in definition accepted by
European commission in 1984. According to this definition, as poor can be considered a person, family or group
of individuals whose resources (material, cultural and social) are so limited that they disqualify such people from
minimally acceptable way of life in member states they live in. For the evaluation of poverty or abundance of
household or individuals in EU member states the European commission chose so called monetary poverty.
Among the basic comparison criteria ranks beforehand given “typical” level of income separating households (or
individuals) endangered by monetary poverty from the others (see [3]). Such a line, so called threshold of risk of
monetary poverty, is prescribed by EU on 60 % of median of national equivalent income scaled on single cur-
rency Euro in purchasing power parity. Household is thus considered as “monetary poor” if it’s disposable in-
come scaled by consuming unit (so called equalized income) lies beneath the poverty threshold.

The measures of poverty employed in EU countries stem from the class of Foster-Greer-Thorbecke poverty
measures (see [2]) in general given by formula

q _ a
Pa(y,Z)ﬁZ(—Z y"] , (1)

i=1 z

where z > 0 is a beforehand given poverty threshold, y = (yl, Vo, yn) is a vector of household incomes sorted
by size (yl SypSeSy, < z), q is the number of households belonging to the group under the poverty threshold

and 7 is the total count of households. Parameter a conditions the measure of sensitivity of deprivation in case of
households belonging below the poverty threshold (see [7]). For a > 1 the value of P, begin to be distribution-

aly sensitive and with growing value of a grows the sensitivity on measuring the poverty of the poorest. For
a —> o P, reflects the poverty of the poorest persons (see [8]).

The most commonly used measure of monetary poverty, so called head count index or risk-of-poverty-rate
can be obtained by choosing a = 0. We arrive at formula

Py(yz)=H =2, )
n

which gives the ratio of population with income y not greater than poverty threshold z. The main advantage of
this measure is its simplicity. In contrary, the disadvantage of F, is its very low sensitivity on changes in the

depth of poverty. If the poor person became even poorer, the value of H did not change. Within the EU the head
count index (or risk-of-poverty-rate) is defined as the ratio of persons with equivalent disposable income under
60 % of median of the national disposable income. By choice of & = 1 we obtain another measure,

1 < zZ—y;
P = PG = L (3)
l(y,z) G " i_El g

describing the depth of poverty (or poverty gap) which is based on the summary evaluation of poverty according
to the poverty threshold. The value of PG relates to the distance of poor from the poverty threshold. Thus we
obtain information about the extent of poverty. But even this measure is not sensitive enough when the “poor
person” becomes “very poor”. This lack of sensitivity will be removed by choice of a = 2.

For a = 2 we obtain so called severity of poverty (or squared poverty gap)

1 < zZ=y; 2 4
Pyz)=p=—3 =] . )
i=1
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The main advantage of this measure is the consideration of inequality among poor (it means that the transfer
from poor to even poorer is registered by this measure). The main disadvantage is its uneasy interpretation. But
despite of this fact it is considered as an appropriate tool for comparison of situation in case of the poorest.

1.2 Parametrical model of consuming unit

The value of poverty threshold and the above mentioned measures of monetary poverty is strongly influenced by
the choice of consuming unit definition. This definition determines the rules for transformation of number of
household members into the value (size of consuming unit) representing the modified size of household. The
point of this transformation is to provide a mutual comparability of household poverty or abundance regardless
of the count and age structure of household members.

The construction of consuming unit is based on an assumption that the social situation of households is de-

pendent not only on the total amount of annual incomes of household but also on the expenditures of two types:

e common expenditures covering the functioning of household (housing expenditures, water and energies,
equipment of household by durable goods, etc.);

o total expenditures on satisfying the individual needs in common household (expenditures on food and bever-
ages, alcohol and tobacco, clothing and footwear, etc.).

Therefore the calculation of consuming units (CU) representing the size of household involves only one per-
son (head of household) with the full weight (1). Weights of other members are lowered. All remaining members
are for sake of parameterization of consuming unit sorted into two groups according to age. The first group con-
tains the children of age 0 — 13 and is considered with the weight k;. The second group comprises older children
and other household members and is included in the sum with weight of k,. For the sake of presentation of total
incomes in the chosen scale, i.e. as incomes per consuming unit ( y/CU ) the following model is generally used

CU (ky,ky) =1+ kymy +konys ey ky €(051), 5)

where 7, is the count of children between 0 — 13 years and n; is the number of other household members.

In contemporary EU the presentation of incomes in equivalent scale stems from the definition of modified
consuming unit given by formula CUgy= 1+ 0,3 n; + 0,5 n,. This unit originates from the modification defined
by Organisation for Economic Co-operation and Development in the form of CUggcp= 1+ 0,5 n; + 0,7 n,.

The process of modification thus decreased both parameters (k; and k;) by two tenths. This emphasized the
first component (common expenditures) in comparison to the second constituent (individual expenditures of
household members). In consequence, the relative growth of incomes in modified scale took place (in compari-
son to the original OECD scale) in case of households with higher count of members. Therefore the modification
changed the perspective of the monetary poverty of households. Relatively smaller households can now easier
fall under the poverty threshold. The emphasize of common expenditure component corresponds rather to the
situation in countries of western Europe where the housing expenditures comprise higher percentage of total
expenditures of household. Until now, in post-communist states (despite of the lasting growth of housing expen-
ditures) the situation persists corresponding rather to the OECD scale.

The change of both coefficients into the extreme values (k; = k,= 0 and k; = k,= 1) we obtain radical change
of the perspective of income situation of household and its monetary poverty. The setting of zero weights implies
that consuming unit is a household as a whole (CUy = 1), the choice of ones the value of consuming unit corre-
sponds to the count of household members(persons) (CU;= 1+ n; + n,).

The parametrical experiments regarding the setting of scale for calculation of incomes per consuming unit are
performed by change of any of parameters particularly or of both simultaneously. The change can be theoreti-

cally performed continuously in the whole domain (i.e. for [kl,kz]e (0;l>><<0;1> ). The change of parameters

projects into the change of results in case of monetary poverty measures. According to the fact that we observe
the dependence of a continuous variable on two continuous variables (parameters k; and k;), the result can be
visualized using the 3D graph (as shown on the left part of Figure 1).

For sake of simplicity a easier visualization, we can choose one of the cuts in the parametrical model CU(k;,
k;) and perform the analysis of changes in monetary poverty measures only for this particular case. The aim
followed during the construction of the cut is to achieve the combination of two parameters k; and &, into a sin-
gle parameter k in such manner that the cut CU(k) goes through all distinguished values. The cut itself will pass
through all the above mentioned definition of consuming unit — unit defined according to the methodology of
OECD (CUggcp), modified unit (CUgy), but also both extreme values CUy and CU,. Thus we need to construct
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a curve passing through four fixed points. All these requirements together with simplicity and differentiability
lead us to the polynomial of degree three. Choosing

k, =k, k, = ak’ +a,k> +ak ©)

the curve of the cut can be written in the form

CUGk) =1+ k-, +lash® + ayk® +a k) ny;  ke(0:1). )

Coefficients a;, a,, a;can be obtained as a solution of the system of three equations

0,7=a;-0,5° +a,-0,5% +4a,-0,5
05=a;-03" +a,-03* +a,-03 (8)

l=ay- 1P +a,-1*+a,-1

The solution a, = E;az = —%;a

16 . . . .
105 5= o provides a monoparametrical model of consuming unit

CU(k)=1+k-n, +(§k3 _8842,229

LAY loskj-nz; k(0;1). ©9)

2 The effect of reparametrisation on measures of poverty in EU 12 states
— results and conclusions

The effect of parameter k on the measures of monetary poverty in EU 12 countries is visualized on Figures 1
and 2. We can see that the reaction of the poverty threshold is represented in all states by the smooth convex
curves decreasing with the decreasing value of k (see left part of Figure 1). The poverty threshold for the house-
hold as a whole is usually close to the poverty threshold of individual multiplied twice. Though the reaction on
parameter setting in consuming unit model is in all studied states very similar, the slope of curves representing
the sensitivity on increase of & is different. The curves on the margins — for classes with maximal and minimal
poverty threshold (Luxembourg and Portugal) — are sufficiently distant from the central band where remaining
10 EU-12 states are concentrated. Therefore we cannot observe any crossing with other states.

But in the central region where the curves of model are quite dense, there occur some intersecting and cross-
ing of the curves and therefore we can observe changes in the overall ranking. We can observe that the fastest
decline is in the case of increasing k for the poverty threshold in Great Britain. The consequence is that as a re-
sult the curve crosses sequentially two other curves and at the end it approaches the third one. At the beginning
the decrease of UK from eight‘s to ninth’s position (bellow Italy) and then the steep decrease continues bellow
Spain and finally (for k—1) the poverty threshold in UK almost coincides with the poverty threshold of Greece
(see left part of Figure 1 and Table 1).

state household rank unit EU rank unit OECD rank person rank
LU 30820,20 1 19334,00 1 16874,82 1 13945,20 1
IE 22546,82 2 13920,02 2 12077,90 2 9969,10 2
DK 18021,97 3 11420,64 3 10081,59 3 8337,07 3
FR 17970,00 4 11091,00 4 9603,53 4 7986,00 4
NL 17834,40 5 11076,40 5 9675,88 5 7968,00 5
BE 16521,16 6 10243,22 6 8900,99 6 7411,89 6
DE 15240,60 7 9453,00 7 8177,11 7 6809,40 7
IT 14585,40 9 9175,60 9 7960,25 9 6585,90 9
ES 13680,00 10 8300,00 10 7200,00 10 5873,81 10
UK 14791,57 8 7698,21 8 6481,07 8 5118.19 8
GR 11520,00 11 7003,20 11 6105,88 11 5055.00 11
PT 8647,36 12 5332,50 12 4681,59 12 3876,00 12

Table 1 Poverty threshold in EU 12 countries (Luxembourg, Ireland, Denmark, France, Nederland, Belgium,
Deutschland, Italy, Spain, United Kingdom, Greece, Portugal).
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Poverty line vs. cons. unit definition (2009) Risk of poverty vs. cons. unit definition (2009)

1
m
m
30

28

15000 20000 25000
1

10000
L

Poverty line (poverty threshold) [EUR]
20
1

5000
1
Risk of poverty (head-count index) [%]

18

T T T T
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0
Value of offset K Value of offset K

Figure 1 Dependence of the poverty threshold and risk of poverty for model of consuming unit.

The course of another important characteristic — risk of poverty — is far from being smooth (see right part of
Figure 1). It is apparent that this measure responds much more sensitively on the small changes in parameter k.
This fact together with relatively densely located curves of all studied states implies significant impact on the
ranking. The curves frequently contact and cross and thus the ranking of countries changes with the change of
k parameter. Therefore the choice of weights in the model of consuming unit (in the selected representation
CU(k)) can influence not only the absolute value of monetary poverty in each country but also the relative loca-
tion of country in the international comparison.

Similarly, though in much smaller extent behave the curves of depth and severity of monetary poverty (see
Figure 2). The slope of these curves changes with k£ and for related countries frequent crossing and therefore
switching of their rank occurs. Mostly these curves are rather smooth, particularly in case of severity of poverty.
But always the curves are concave and increasing though (in case of severity of poverty) they are not far from
being constant.

Poverty gap vs. cons. unit definition (2009) Severity of poverty vs. cons. unit definition (2009)
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Figure 2 Curves of the poverty gap and severity of poverty for parametrised model of consuming unit.

2.1 Testing the dependence of threshold, risk, depth and severity of poverty on the
setting of parameter k& in group of EU12 states.

For the testing of statistically significant dependence of the threshold, depth and severity of poverty on the dis-
tinguished values of parameter & (0, 0.3, 0.5, 1) in the consuming unit model in case of EU 12 states the two-way
analysis of variance was used. In case of risk of poverty the Pearson of independence was employed. For all
measures except the severity of poverty ANOVA detected significant dependence (see Table 2), similarly the
risk of poverty appeared dependent on the consuming unit definition (p-values approaching zero for all states).
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poverty measure factor F-value p-value signif. codes
poverty threshold CU(k); k=10,0.3,0.5, 1 115.6220 <22-107° ook

EU 12 countries 31.8660 2.063-10™" sk
depth of poverty CU(k); k=0,0.3,0.5, 1 421.6600 <2210 ok

EU 12 countries 167.9200 <2210 ok ok
severity of poverty CU(k); £=0,0.3,0.5, 1 0.1674 0.9176000

EU 12 countries 55.1237 <2210 ok ok

signif. codes: 0 “**** 0.001 “** 0.01 “** 0.05 “’ 0.1 “’1
Table 2 Results of dependence testing in case of threshold, depth and severity of poverty: two-way ANOVA.

According to the fact that in all ANOVA runs slight violation of normality assumption was detected, also a
non-parametric variant (Friedman test) was used. The results appeared to be identical, therefore we can conclude
that three of the measures — threshold, risk and depth of poverty — depend significantly on the choice of parame-
ter k (k=0; 0.3; 0.5; 1) in the model of consuming unit CU(%).

3 Conclusion

The contribution presents a sensitivity study of the response of monetary poverty measures on the change of
parameters in case of date from EU SILC 2009 survey (see [1]). The analysis confirmed the dependence of rank-
ing of EU 12 countries in charts mutually comparing threshold, risk, depth and severity of monetary poverty.
The presented rankings are thus conditioned by the choice of equivalent scale used for the transformation of total
incomes into the mutually comparable form. The choice of model parameters thus predetermines to some extent
the result. Except for the severity of poverty all measures appeared to be significantly dependent on the choice of
consuming unit definition. It means that even the narrower European region (particularly EU 12 group) is not
compact enough since it depends on the point of view we are assessing the financial situation of the household,
i.e. whether we consider relevant to emphasize during the construction of consuming unit the common expendi-
tures of household or the expenditures on satisfying of individual needs. All computations and graphical outputs
were realized using the R software (see [9]).
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Resolved and unresolved problems in the theory of

redistribution systems
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Abstract. This study adopts the approach (and context) taken by J. Neumann and O.
Morgenstern in describing, defining and finding solutions to simple majority game
of three players and applies it to finding similar solutions in the redistribution
system of three players. This system allows us to analyse situations in which the
volume of what can be divided between players is determined by the way the players
divide it, i.e. it is one of the examples of a non-constant sum game. As we anticipate
a fully symmetric situation, we may define the term of “expected average payoff”.
From the term “expected average payoff” the concept of commonly acceptable
equilibrium is derived. The distribution of wage at an acceptable equilibrium point is
(in general) close to Nash’s solution to a relevant cooperative game, which is
derived from the point whose coordinates coincide with the expected average wage,
yet are not completely identical. In the conclusion we outline the practical use of the
model based on the definition of the redistribution system as well as a commonly
acceptable equilibrium in the context of testing hypotheses concerning the objects
called structures based on mutual covering-up of violation of generally accepted
principles. The concept of these structures was derived from analysing games such
as The Tragedy of the Commons, in the context of current problems (e.g. corruption
and related issues).

Keywords: simple majority game, redistribution system, discrimination equilibrium,
commonly acceptable equilibrium, structures based on mutual covering-up.
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1 Three-person games in the classic book theory of games and economic
behavior

Published for the first time as long ago as in 1944, the classic work by J. Neumann and O. Morgenstern Theory
of Games and Economic Behavior [8] provides major theoretical background on the description and solution to
certain types of multi-player games. We will demonstrate that Neumann’s and Morgenstern’s ideas can be
applied to analysing three-person games played in redistribution systems. This will allow us to identify and
describe the discrimination equilibrium and consequently the commonly acceptable equilibrium, which are both
highly relevant for understanding people’s real behaviour, including its ethical aspects. Although superseded in
many respects, the work by J. Neumann and O. Morgenstern contains certain important points, which have not
been considered enough in later research. Let’s now focus on how the aforementioned book analyses the issue of
negotiations between three persons. The basic case comes in § 21: The Simple Majority Game of Three Persons.
The following are the most important passages and paragraphs from which they were taken: “Each player, by a
personal move, chooses the number of one of the two other players. Each one makes his choice uninformed
about the choices of the two other players. ... If two players have chosen each other’s numbers we say that they
form a couple. Clearly there will be precisely one couple, or none at all. If there is precisely one couple, then the
two players who belong to it get one-half unit each, while the third (excluded) player correspondingly loses one
unit. If there is no couple, then no one gets anything... Since each player makes his personal move in ignorance
of those of the others, no collaboration of the players can be established during the course of the play.* [8, pp.
222-223.] As thoroughly described, the game may end up either in two players receiving ¥2 each and the third
player -1, or in each player obtaining 0. This is one of the simplest three-person games, yet it can be extended
into a more complex one. In § 21.3., the authors stress that “the game is wholly symmetric with respect to the
three players” [8, p. 224]. This statement will prove very important. The authors are rather specific in claiming
that any potential agreement among the players will always be reached outside the basic game (i.e. it would be
an outcome of another game). As a follow-up, the authors take the first step and extend the basic (elementary)
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? University of Economics. W. Churchilla 4, 130 67 Prague 3. vyslouzilova@centrum.cz.
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model of the simple majority game of three persons (§ 22.1.2.): “...let us now consider a game in which each
coalition offers the same total return, but where the rules of the game provide for a different distribution. For the
sake of simplicity, let this be the case only in the coalition of players 1 and 2, where player 1, say, is favored by
an amount ¢... If the couple 1,2 forms, then player 1 gets the amount Y2+¢, player 2 gets the amount Y>—¢ ,and
player 3 loses one unit. If any other couple forms (i.e. 1,3 or 2,3) then the two players which belong to it get one-
half unit each while the third (excluded) player loses one unit. — What will happen in this game? — ... Prima facie
it may seem that player 1 has an advantage, since at least in his couple with player 2 he gets more ¢ than in the
original, simple majority game. — However, this advantage is quite illusory. If player 1 would really insist on
getting the ¢ in the couple with player 2, then this would have the following consequence: The couple 1,3 would
never form, because the couple 1, 2 is more desirable from 1’s point of view; the couple 1, 2 would never form,
because the couple 2,3 is more desirable from 2’s point of view; but the couple 2,3 is entirely unobstructed, since
it can be brought about by a coalition of 2,3 who then need pay no attention to 1 and his special desires. Thus
the couple 2,3 and no other will form; and player 1 will not get ¥2+¢ nor even one-half unit, but he will certainly
be the excluded player and lose one unit. — So any attempt of player 1 to keep his privileged position in the
couple 1,2 is bound to lead to disaster for him. The best he can do is to take steps which make the couple 1,2 just
as attractive for 2 as the competing couple 2,3. That is to say, he acts wisely if, in case of the formation of a
couple with 2, he returns the extra ¢ to his partner.* [8, p. 226] This point cannot be overstressed. It explains in
depth why the players in the winning coalition have to share their payoff equally. If one of them wanted more, he
would find himself outside the coalition and end up losing, rather than profiting (in a zero-sum game). We will
further extend the model described in the book and address a case of different amounts that can be gained at the
expense of the third player if the two remaining players form a coalition. The problem is described in paragraph
22.2., entitled Coalition of Different Strength and can be briefly summarised as follows: Let’s assume there are
amounts a, b, ¢ (a = what players 2 and 3 may get from player 1, etc.). If player 1 wanted payoff x, then players 2
and 3, after subtracting payoff x, must be left with more than or as much as players 2 and 3 would obtain from
player 1 if 2 and 3 cooperated, i.e. (c—x)+(b—x)>a. This means x<(—a+b+c)/2. Thus player 1 may count upon
obtaining the maximum payoff of a=(—a+b+c)/2, and likewise players B and C may expect obtaining payoffs
B=(a—b+c)/2 or y=(a+b—c)/2. [8, p.228] Let us add the following to this brief summary: In every winning
coalition, each player allied with either of the other players gets the same payoff. Or, to put it in the language of
economic theory, the opportunity costs of forming any possible coalition are equal, based on the player’s
potential payoff in another coalition. In the next section we will look at how the initial very simple theoretic
model of three-player games and their analysis can be further extended by analysis of more complex games
containing other, important and real life elements.

2 Basic terms from the redistribution systems theory

In the next section we will concentrate on analyses of games played in redistribution systems. The main
difference is that these games are inconstant-sum games. The redistribution systems theory aims at identifying
and describing the general features of group behaviour of people in companies, workplaces, teams, institutions,
organisations, etc., i.e. in places where people work together and can share the outcome of their joint
performance. In redistribution system games, players need to choose (in one way or another) between their own
good (i.e. coalition) and the entire system benefit. Most generally, a redistribution system can be defined as one
in which the amounts shared by players depend on how players share it, with this dependence well-known and
expressible (for example, by equation). The theory of redistribution systems is addressed in a monograph by P.
Budinsky, R. Valencik et al. [3] One of the possible interpretations of what can be defined as a redistribution
system is as follows: Assume there are three players, named A, B, C. These players perform differently; their
respective performances can be expressed as e; (performance of player A), e, (player B performance), e; (player
C performance). If each player is rewarded according to his performance, together they will achieve the highest
performance E = e+ e, +e;. If the reward does not correspond to the performance, the overall the performance of
the system will decline; the greater the gap between the performance and the reward, the greater the decline. This
can be expressed by term nR(x — e;; y — €;; z — e3), where 1 is a coefficient; R is the function describing the
relevant dependence; X, y, z are the payoffs for individual players. We assume that the function R satisfies the
distance axioms and is continuous. Payoffs for three players lie in the redistribution area based on the
redistribution equation:

x+y+z=E-nR(x-e;y-e;;z-e;) o

We will further assume that all points in the redistribution area are Pareto efficient, or in other words, that
players took advantage of all possible Pareto improvements. [13] describes an interesting interpretation
pertaining to the type of game entitled Tragedy of Commons, which is analogous to the Prisoner’s Dilemma but
designed for multiple players. Let’s take farmers in a drought-troubled country and their limited use of water as
an example. The matrix includes one of the farmers on the one side and the others on the other side. If all
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farmers (both the single one and the others) adhere to their agreement and cooperate (which, in this case, means
obey the agreed restrictions on the use of water), both groups would get the highest yields per hectare. Collective
and unanimous breaching of the agreement (i.e. failing to cut the use of water) would lead to much lower yields
on all parts. If the rules are broken by only a single farmer, his yield would be much higher, leaving virtually no
impact on the others. If, by contrast, all farmers minus the one individual farmer breach the agreement, his yield
will be even lower than if he joined the rest in violating the agreement. If we consider the other players to be
rational and striving to maximise their own benefits, then each of them will view the situation from his own
perspective and his dominant strategy will be to violate the restrictions and the final result will be disastrous. Let
us note that it is the context of these tasks that provoke general aversion to models which are based on the
assumption that players are rational and always aim to maximize their benefit. Consequently, it incites the
conviction that the real behaviour of people can only be explained if the models are complemented with an
ethical dimension, which is viewed as an exogenous element. E. Ostrom offers a different view of addressing
this dilemma [9]. Based on extensive empirical results, she presents a solution in the form of self-governance.
Common resources can be managed by the community, without central management. A voluntarily established
community can spontaneously create an efficient management of common resources. In other words, a
voluntarily established community can protect common ownership, distribute the yields of that ownership among
its members, and eliminate unentitled parties. Rather than creating mathematical models, by analysing extensive
empirical material from various parts of the world E. Ostrom explores social institutions and applies an
evolutionary view. We will demonstrate the existence of two types of equilibriums in redistribution systems,
which we disclosed here, pertain to the aforementioned issue. Let us look at a three-person game where the
players use precious resource and are allowed to distribute it in a manner consistent with the Tragedy of
Commons type of game. We will consider a more complex case, when the individual players (farmers) farm
under different conditions. Here each use of additional unit of water results in a different payoff for each of the
players. From a microeconomic point of view, the maximum common income can be achieved when the
marginal income from the last unit of water to be used by any of the players equals the marginal income from the
last unit of water of any other player. Now suppose that players share the water at 6:4:2 ratio. If they diverge
from that ratio, their common income will be lower — the more they diverge from that water distribution ratio,
the lower their income. We may also accept another assumption, which is intuitively obvious and does not
narrow the universality of our problem: if they share the water at 6:4:2, their payoffs (coming from income) will
be distributed accordingly, and moreover, the farmers’ incomes are proportionate to the allocations of water (this
proportion does not necessarily have to be linear). Here the general rule of the relationship between the payoffs
and the distribution of water will be as follows: what the farmers can distribute among themselves equals the
maximum of what they would be able to distribute (i.e. 12) minus the decline in common income, which results
from the fact that the players will not share their income according to optimal proportion based on the equality of
marginal income (i.e. the proportion of 6:4:2). This dependence is described by the redistribution equation (1).
Function R can be, for example, the generally used Euclidean distance (for the ratio of 6:4:2): R[ (x-6); (y-4); (z-
2)] = \/[(x-6)2+(y-4)2+(z-2)2]; Manhattan distance as the sum of the absolute values of the differences in
performance and payoffs of the individual players: R[(x-6); (y-4); (z-2)] = Ix-61+ly-41+Iz-2]; Chebyshev distance,
which always selects that difference from among the differences in the performance and payoffs of the
individual players that appertains to the player with the greatest divergence: R[ (x-6); (y-4); (z-2)] = max[(x-6);
(y-4); (z-2)]. [3, pp- 51-73] Further on we will only deal with such areas which only contain points representing
Pareto optimal situations (this applies to all of those mentioned above), and will search for solutions on that
areas.

3 Discrimination equilibrium and commonly acceptable equilibrium

Let us try to define a very simple game (similar to those we mentioned for zero-sum games from the book by J.
Neumann and O. Morgenstern). If two players form a coalition, they can distribute among themselves everything
the third player would get. The third player obtains the lowest possible payoff (say O in our case; however, there
are situations in which the player could receive more and even less than 0). The players who have created a two-
person coalition will subsequently distribute payoffs in certain proportion among themselves. The major
difference between this case and the one described by J. Neumann and O. Morgenstern is that the amount
distributed among the players is not constant. Let us consider lines in which the payoff of one of the players
equals O to be the so called discrimination lines, i.e. the lines of full discrimination of one player by the other two
players. They are formed by points shared by the redistribution area with sides determined by two coordinates of
X, Yy, Z (Figure 1). Their course is determined by equations:

y+z=E-nR(O;y—e,;z—e;) (2)

xX+z=E-nR(x—e;0;z—¢,) 3)

-33-



30th International Conference Mathematical Methods in Economics

x+y=E-nR(x—e;y—e,;0) 4)

The question is what payoff to allocate to each of the players if they form a two-person coalition (hereinafter
referred to as the ‘coalition’) and if they fully discriminate the third player. Let us recall what happens in a zero-
sum game: First, we allocated the value corresponding to the V2:12 distribution. Then we admitted the possibility
that one of the players might claim more, and proved that, unless he wished to become discriminated, the player
could not claim more. Afterwards, we addressed a situation in which what is distributed is determined by
whoever forms the coalition, and laid down a distribution rule: in creating a coalition with a player, every player
must claim exactly what he would have claimed if he created coalition with another player. The third
requirement can be also met in our more general case game of three persons. Just consider the equations that
describe the course of the discrimination lines to be a system of three equations with three unknowns. If the
function R satisfies the distance axioms, it is continuous and all points in the redistribution area defined by that
function are Pareto-optimal. The result of this (in non-negative values) is three points, to which the following
applies: The payoff for player A (i.e. x) would be the same in the coalition with player B or C. The payoff of
player B (i.e. y) would be the same in coalition with player A or C. The payoff of player C (i.e. z) would be the
same in the coalition with player A or B. Let us call the points located on the discrimination lines and complying
with the above system of equations the points of discrimination equilibrium (Figure 1).

¥

12
DL, — discrimination line
Redistribution area at 1>1>0
DE i — point of discrimination equilibrium

DEjgc

Redistribution area at =0 (corresponds to a constant-income game)

Zamax> Zamax — Maximum payoff of player C in the coalition with player A or B if player A
claims a payoff increased by € compared to that he obtained in the discrimination equilibrium

Figure 1 Redistribution area with an indication of discrimination equilibrium

Let the payoff values of players A, B, C, if they are in a coalition that discriminates the third player and if they
find themselves in the points of discrimination equilibrium, be called x4, y4, Zq and let us suppose that the player
outside the coalition will obtain a payoff equal to 0. Let us now introduce the concept of a “better” point in the
sense of Neumann-Morgenstern , i.e. point x is better than point y only if the payoff for either of the two players
is greater in point x than y. The points of discrimination equilibrium constitute an internally and externally stable
set (for a proof, see [3 pp. 49-50]), which complies with [8, § 4.5.3, p. 40, § 32.2., pp. 282-288).]) and can
be considered a solution to one type of games played in the set corresponding to the redistribution area. Let us
look at another interesting feature of the points of discrimination equilibrium. If player A in a coalition with
player B required a payoff by some € > 0 greater than would be adequate to the discrimination equilibrium, the
coalition of players A and B would never be formed — with the reasons being the same as stated in the above-
cited passage [8]. Each player may require a payoff for himself only increased by € = 0. If we considered a more
complex game with multiple rounds of negotiations, and wished to express it explicitly (which exceeds the
possibilities of our paper), player C would receive more from a coalition with player B than with player A. The
reason is that his maximum payoff from a coalition with player A would be z,,.x While his possible payoff with
player B would be zg,,x, Which is necessarily higher because player A claims more than would be adequate to
achieve the discrimination equilibrium (Figure 1). Let us reiterate that the positions of all three players in our
basic model are fully symmetric. They feel no particular aversion or preference for each other, i.e. the final
composition of the coalitions is not influenced from the ‘outside’; it is merely the outcome of what happens in
the relevant redistribution system. We ought to make a brief note on what was said above in terms of the
practical importance of the models we deal with. If we know what happens in the basic model, which is not
subject to any external effects, and compare this to what happens in real-life systems, which we model by means
of redistribution systems, we can find various deviations. By analysing these deviations we may subsequently be
able to find the external factors (including the hidden ones) influencing the system, which we would not be able
to find without the model. This is one of the practical contributions of our activities. However, in this study we
explore the basic model which does not reckon with any external effects. What payoff may each player expect?
Either the one he gets if he forms a coalition with one of the other two players, or the lowest payoff, which the
other players will allocate to him if he is in the discrimination position, i.e. 0. Here it is relevant to state that the
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player may count upon the expected average payoff, which equals 2x4/3 for player A, 2y4/3 for player B, and
2z4/3 for player C (Figure 2). The area marked by the lines of the expected average payoffs has an important
feature. Each point inside of it stands for a Pareto improvement for each player vis-a-vis his average payoff.
This means that instead of an uncertain payoff, though it may be greater than the average expected payoff in two
out of three cases but only minimal (equal to 0) in one case, a rationally behaving player is probably going to
prefer reaching an agreement on the distribution of payoffs, so that the distribution is consistent with a point
inside the considered area. (For the sake of simplicity, we do not consider a decline in the marginal utility of the
payoff achieved; if we did, the area of Pareto improvements would be even greater.) Our results are important
and may be interpreted in various ways. We can for example say that due to its mathematical foundations reality
offers the players better prospects than if they attempt to achieve such results by means of discrimination, or that
the mathematical foundations of our reality contain a sort of fairness, our idea of morality, etc. Let us admit,
however, that these interpretations use a great deal of fiction. We should also note that the Pareto improvements
of the expected average payoffs only exist in inconstant-sum games and games with more than two persons and
are not applicable to constant-sum or zero-sum games. However, we can continue to elaborate this and ask the
following questions: Which of the points in the area of Pareto improvements is ‘the right one’, i.e. the one on
which the players will agree? Is there any? And if so, can players agree that their payoffs shall be distributed in
compliance with it? Issues of this sort are addressed in [1], [2], [5], [6], [7], [10], [11], [12]. One of the possible
and convenient answers is Nash’s solution to the cooperative game at the set corresponding to the redistribution
area and to points defined by (2x4/3; 2y4/3; 2z4/3) coordinates. In these circumstances Nash’s solution brings
Pareto improvement which is better than the expected average payoffs. Yet another solution can be taken into
consideration, one that we find closer to real life situations. This solution is shown in Figure 2.

Figure 2 will help us answer those questions.

LEALPag;, LEALPgc;, LEALPgc; — the line
of expected average level 1 payoffs

LEALPAp,, LEALPgcy, LEALPg; — the line
of expected average level 2 payoffs

Area of Pareto improvements vis-a-vis the
expected average payoffs of individual players

2 CAE — commonly accepted equilibrium
Figure 2 Redistribution area with an indication of the lines of expected average payoffs

Bearing in mind the features/characteristics of the basic game (i.e. a game analogous to the simple majority
game) we can imagine that the players will realise that they are better off reaching a mutual agreement.
Nevertheless, as concerns the original game, this realisation, as well as the effort for an agreement, if any, is yet
another game. Its relationship to the original game is only based on the fact that the exploration of certain
features of the basic game has enabled us to unveil the area of Pareto improvements in the expected average
payoffs, the possibility of a joint agreement and the issue of defining a game in which the players will be
choosing one of the points of those improvements. Each of the players might attempt to form a coalition with
any of the other two players in order to achieve the maximum improvement even if all players are already
choosing points inside the area of the Pareto improvements of expected average payoffs. The situation would
reoccur (compare with [11] for two players), as even the area marked by the expected average payoff lines shares
certain features with the redistribution area. It would be possible to define and calculate the points of level 2
discrimination equilibrium, to derive the lines of expected average level 2 payoffs from them, and consequently
the area of the level 2 Pareto improvements. Then we could proceed to discrimination equilibriums, the lines of
expected average payoffs, the area of level 3 Pareto improvements, etc. The situation resembles a matryoshka
doll. Each game which enables definition of an area of Pareto improvements by certain level accommodates
another game. These areas gradually become smaller and eventually clearly define one point, the point of
commonly acceptable equilibrium. Its coordinates correspond to such payoffs the players achieve if they reach a
commonly acceptable equilibrium.

4 Issues for further research. Practical application of the research.
Conclusion.

It is very probable (and this can be viewed as a hypothesis) that a point of commonly acceptable equilibrium may
also be reached by other procedures, e.g. by finding an intersection point of the lines derived from discrimination
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equilibriums. When searching for the point of commonly acceptable equilibrium, we change parameter dy, dy, d,,
(the smallest payoff each player has to obtain) for each player (so far, we have considered that the value of a
discriminated player’s payoff is 0) from the initial value (i.e. equal to 0) to the maximum possible value (i.e. the
absolutely greatest payoff the player can achieve), without changing the values of this parameter for the other
two players. Three lines derived from the points of discrimination equilibria will be achieved on the
redistribution area. Having established this basis, we can lay down the following two hypotheses: 1. If we
change parameter d; the lines derived from discrimination equilibria intersect in a single point. 2. This point is
identical to the point of commonly acceptable equilibrium we have achieved by the above-described
negotiations. Further evidence will be required to prove whether this is the same point as the one we found as a
result of the ‘matryoshka doll’ procedure. Several areas are to be addressed by future research, such as defining
various types of games played in redistribution system, establishing rules for the players to achieve a commonly
acceptable equilibrium through negotiations and thus defining the types of games in which players will fail to
achieve a commonly acceptable equilibrium.

For the usual cases of the redistribution area the point of commonly acceptable equilibrium is rather close but not
quite identical with the point defined by Nash. No matter how minuscule and insignificant this difference might
seem to the players in real-life systems, which share some features with redistribution systems, there are certain
existing social objects for which the significance of the above-described seems to be crucial. We called these
objects structures based on mutual covering-up of violation of generally accepted principles. In the above-
mentioned game “Tragedy of Commons” these situations develop when one of the players is caught by the
second player when violating their agreement and, as a consequence, is blackmailed. Blackmailing than helps
such structures to develop, grow and intertwine with existing social organizations or institutions. Resilience and
vitality of these structures can only thrive if the structures manage to develop an inner system with features of a
redistribution system in which the players are able to achieve what we called commonly acceptable equilibrium
in the three-player game. This is a promising way to detect problems related to corruption and related
phenomena.
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The investment decision making under uncertainty
Adam Borovicka'

Abstract. The article deals with the decision making process in the field of capital
market, concretely with open shares funds. At the beginning we choose the set of
particular shares funds for future investment. The offer of funds of Investment com-
pany Ceské spofitelna is accepted by potential investor. For cut-down of extensive
set of shares funds the multiple criteria evaluation method is applied. This method is
based on a measurement of distance from basal and ideal alternative. Under the sto-
chastic character of evaluation several ranking scenarios are created. The final order
is stated by the assignment problem. After the fund set reduction we should select
some of interactive multiple objective programming methods in order to make the
final investment portfolio. In the decision making process, we take into account the
DM fuzzy preferences in the sense desired values of objective functions. The applied
method also includes stochastic elements leading to scenario analysis. In the end the
"optimal" investment portfolio is designed.

Keywords: decision making, fuzzy set, uncertainty
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1 Introduction

During the investment decision making process we meet several situations harbouring an uncertainty, e. g. in
making investor preferences or prices development. We take into account all these matters in order to make
problem more real.

Concretely we are deciding to invest in open shares fund offered by Investment company Ceskd spofitelna.
Firstly we reduce the whole voluminous set of shares funds by the help of multiple criteria evaluation method
making provision for uncertain decision maker preferences, stochastic character of some evaluative criteria as
well. Then we can make “optimal” portfolio of shares funds thanks interactive multiple objective programming
method also respecting fuzzy preferences and stochastic procedure. The stochastic character is represented by the
presence of random variables in the investment decision making. The uncertainty in the investor preferences is
also expressed via fuzzy sets.

The goal is to undergo the investment decision making with reference to all elements of uncertainty de-
scribed above. For that, we will apply some principles of mathematical programming.

2 Investment situation

Imagine some potential investor who decided to insert some money into shares funds from Investment company
Ceska spotitelna. He chooses from four groups - money-market funds, mixed funds, bond funds and stock funds
as the following table closely shows (Table 1):

Money-market funds Mixed funds Bond funds Stock funds
Sporoinvest Osobni portfolio 4 Sporobond Sporotrend
Plus Trendbond Global Stocks
Fond fizenych vynost Bondinvest Top Stocks
Konzervativni Mix Korporétni dluhopisovy
Vyvazeny Mix High Yield dluhopisovy
Dynamicky Mix
Akciovy Mix

Table 1 List of shares funds offered by Investment company Cesk spofitelna [7]

! University of Economics, Department of Econometrics, W. Churchill Sq. 4, 130 67 Prague 3,
adam.borovicka@vse.cz.
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The investor follows two criteria — return and risk. Further costs” and Sharpe ratio® also play a big role in the
process. The criterion return is stated as “important” and risk as “very important”. The highest possible level of
costs is stated as 2 % with tolerance 0.5 %, the lowest level of Sharpe ratio 0.2 % with 0.2 % tolerance to cover
at least the risk-free yield rate. Further he requires the minimum share of one shares fund 5 % and the maximum
level 50 % with the view of portfolio diversification. Finally only one fund from each group has to be in final
investment portfolio.

3 Multiple criteria evaluation method

As the investor wants to have only one representative from each group of shares funds in portfolio, we use some
multiple criteria evaluation method in order to choose the most suitable candidate in each group. For this pur-
pose, the following method is proposed.

This approach accepts stochastic character presented by return as a random variable and fuzzy preferences
about the weights of criteria. Let’s describe the method in these several steps.

Step 1: Given the matrix of evaluation Y = ;) where y; (=12,..,p; j=12,..k) represents valuation
of i" variant by j”’ criterion. The input information in the form of weight vector v = (v,,v,,...,v,) can be deter-
mined as stochastic, where v, is a random variable with uniform probability distribution R(a,b), y, for some j

as well (like other assumption). For allowance, all minimizing criteria are transformed to maximizing form as
follows

qu = mflx(y,_-,-) - )’,-,- v.] (mln) q,j = y,‘,‘ v.] (max).
Normalize the previous values in the following formula

r =ﬁ i=12,....p, j=L2,...k, where g, =max(qii)forj=l,2,...,k.

i g
Step 2: Compute the ideal alternative h=(h,h,,...,h, ), where
hj. = mflx(nj) j=L2,.,k,
and basal alternative d =(d,,d,,...,d,) with a component
dj = mlax(ry.) j=L2,..,k.

Now we can come up to creation of distance from ideal (s;'), or basal (Sil ) variant as Euclidean metric [3]

k k
st = /zvj(hj—r,,j)z i=1,2,...p sh= /Zvj(r[j—dj)z i=12,..,p.
Jj=1 Jj=1

Step 3: As we can see in [6], the shortest distance to the ideal variant does not guarantee the longest distance
to the basal one in the case of Euclidean matric, so it is meaningful to calculate the relative indicator of distances
from ideal alternative

The alternative order is made in accordance with ascending values of the prior indicator.

Step 4: In the spirit of stochastic character we get several scenarios of ranking. For the final order, a principle
of the assignment problem® is applied. Formulate the matrix T = (t;), where t,(i,j=12,.., p) represents the

? We take into account average monthly returns from Ist April 2009 to 1st December 2011. This period must be
cut for mixed shares funds Osobni portfolio 4 and Plus because of their later foundation. The risk is stated as a
standard deviation of fund return. The costs include the entry fees.

? Sharpe ratio measures the efficiency of particular investment instrument with regard to its riskiness [4].

* The basic idea of assignment problem can be described as an mutual assignment of elements from two stated
sets that should be as efficient as possible, it means with minimum costs, maximum returns etc. [§8]
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number expressing how many times j” alternative is placed on i” position. In other words t; characterizes the

fitness of assignment. Thus the assignment problem will be in the following form

z= iituxu — max

where x, takes 1 if the alternative j is placed on i" position, otherwise equals 0. As we try to reach the assign-

ment as efficient as possible in the sense of values 7, the objective function z is maximized.

4 Interactive multiple objective programming method

After reduction of all groups, we come up to final portfolio creation by the help of interactive multiple objective
programming method. This method takes into account the stochastic character in the shape of random quantities
in the process and also uncertain investor preferences expressed by fuzzy sets.

Step 1: Firstly define all criteria and constraints as a complex problem [5]

[ X0 X,)s s [ (X5 Xy 500, X, )] = " max” L (X X eees X, )y e o (X5 Xy ens X, )] — "max"
0 * .
& (X, xesx 2D, i=12,...m 8 (X,nx,)2b, =0, i=12,...m,
0 g.(x,%,) .0 X Y<b+b i=m+12,..m
8,(X, %X, )S<b, i=m+1,2,....m, - pre " b ' :

8 (x,%,,...,x,)2b, —b[I i=m,+12,..m

0
8 (X X5 X, ) =b; i=my +1,2,0m 8:(x,%y,..,. x, )< b +b' i=m,+12,...m

Pi(X %o X )R Gy 1=12,r Pi(x, Xy X, )R g, T=12,.r,
where f,(I =1,2,...,k) expresses " objective function (criterion), x;(j= 1,2,...,n) represents j”’ unknown varia-

0 0
ble, g,(i=1,2,...,m)is the left side and b.(i =1,2,...,m) is the right side of the i limit. The values b, show an
uncertainty, so decision maker (DM) does not determines the strict demands, but only b,level with tolerance

b (i=1,2,...,m,),or btand b"'(i=m, +1,..,m) according to constraint type. The symbol p,(i=1,2,...,r) is the

left side, R,(i=1,2,...,r) a relational sign, and ¢,(i =1,2,...,r) represents the right side of the ™ limit with no

fuzzy elements. This fact is shown in the model on the right side brightly quantifying the vague requirements in
extreme tolerance concept. It is desirable to reach as high as possible values of all objective functions ("max").

Step 2: Set the lower L, and upper U, bound for the I" objective. To calculate these bounds of all objective

functions we first solve the following sub problems for each i objective function of minimizing or maximizing

character.
Zl = f‘[ ('xl ) .x2 geees 'xn ) 4 maX(mln)

z, = f,(x,x,,...,x,) = max(min .
1 fz(1 2 ,,). ( ) gi(xl,._.,xn)zbi_bi l=1,2,...,ml
8 (x,...x,)2b i=12,.,m ..
. & (x,%,,...,x)<b +b i=m+12,.,m,
8 (x, Xy, x)Sbh, i=m +1,2,..,m,

. (X, %y x )2b —b i=m, +1,2,...m
8,(X Xy, )=b i=m,+1,2,...m 8%, %, W2bi=b 2

PGy ses X )R, i =12t 8 (x,%,,...x,)<b +b' i=m,+12,..m

D, (X, %y, x,)Rq, i=12,.,r

Identify the optimal solution of first model as x/ L, or the second one x; j( Jj=L12,...,k) with the values of objec-

tive functions zj’(xloj), or z/ (xg j) for j,I=1,2,...,k. Then the lower (L,)and upper (U,) bounds of " objective

function are calculated as follows

: o 0 o 0 o 0 o 0
L/ = mln{Z/ (xll')s Z[ (xzj)} U[ = maX{Z[ (xlj)3 Z/ (XQ/')} .
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When the aspiration levels for each objective are obtained, we can form a fuzzy model where find
x;(j=12,...,n) s0 as to satisfy

7, <L, Vi(min)
72U, Vl(max)
gi(xl,...,xn)~§bi i=12,.,m 0
8(x,.,x,)<b i=m+1,..,m,
8(x,.,x)=b i=m,+1,...m

D, (X, %,,....x,)Rq, i=L2,.,r.

The membership functions’ for fuzzy constraints of (1) are defined as a form of triangular fuzzy number.

lth

According to [5], for I constraints (G,) accordance with minimizing objective function, or maximizing one

1 7 <L, 1 72U,
Mg, (2)) = % L=z <0, U (7)) = ﬁ L<z<U,.
0 7 >0, 0 g <L

For i constraint (E;)),where i=12,...,m,i=m +1,..,m,,ori =m, +1,...,m in agreement with the type of limit,

we can write the membership function in the mentioned order

1 g, (%) >b, 1 g.()<h,
fy, (b) =44 b b < g (R) < b, fy, (b) =480 b < g (R) < b, +b)
0 g,()?)<b,_b,0 0 gi()?)>bi+big
0 g, (x)<b —b!
s pl < g ()<,
He, b) = 17”+17L (x)
% b <g,(x)<b +b!
0 8 (x)>b +b'

According to [1] the fuzzy decision is represented by fuzzy set A=G N..NG, NE N..NE NX, where X
is (non-fuzzy) set of feasible solutions of initial problem, thus X ={xe R", p,(x)R,q,,i =1,2,...,r}. The optimal
solution x" € X has the maximum value of membership function M, = n}i]n(ﬂG[ (2)); 4, (b))). On the basis of [1],
the optimal solution can be obtained via the problem of linear programming written as follows

A — max
7z, +AWU,-L)<U, V(min)
z,—AU,-L)=L, Vi(max)
8(X s x, )= A’ 2b, =D i=12,...m,
8 (X s x )+ AD <b,+b’ i=m +1,...m,
8,(Xseesx,)—AB’ 2b,—b i=m,+1,...m
8,(X,sx )+ AP’ <D +b' i=m,+1,...m
p.(x,...x)Rq, i=12,..,r
0<A<l,

where 4= nl_li]n{,ucl (z)), g, (b))}

> In [9], the membership function measures the degree of set membership. It takes the value from interval (0, 1>.

The higher value denotes the higher degree of set membership.
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In the case of fuzzy weights of criteria, the optimal solution x € X has the maximum value of membership
function g, =IIl11i/n{ﬂW, (U, (z))), i (b))}, where g4, represents the membership functions describing the fuzzy

decision maker preferences about the criteria.

Step 3: Thanks the random variables in the process, we obtain several solution scenarios. Under the Monte
Carlo concept [see more 2], the solution with the maximum value of objective function (A) is chosen for further

interactive procedure. When the current solution is acceptable, the process is finished. If not, the decision maker
(investor) has some demands for solution (portfolio) improvement that can have fuzzy character, so some addi-
tional constraints will be included in the model. We select the criteria which should be made better, then new
constraints are as follows

7, 2 z;+Az, VI(max) z, £ z;—Az, Vl(min),

where Az, (I =1,2,...k) expresses the desired minimal betterment of 1" criterion and z;(I=1,2,...,k) is the current

value of I objective function. Under these conditions the solution can be infeasible. Then DM has to shrink his
demands to find it. Otherwise values of some criteria must be sacrificed. The DM accepts decrease maximizing,

or minimizing criterion in value A™" with tolerance A™ or A™™ with tolerance A™", thus
Vi(max) z,27 —A™ — zf-z <A™ - zf—z <A™ +A™ (with extreme tolerance)
Vimin) z, <zf+A™ = gz —zf LA™ -z, —z <A™ +A™" (with extreme tolerance).

Now the membership function for new preference constraints may be declared as

1 Z/c _Z/ < Amax 1 Z[ _Zlc < Amin
Amax _ Am“+zm“x—(fi -7) Amax < € <Amax Zmax Amin _ Amm+3m'"—(fl—«”1‘) Amin < ¢ < Amin Zmin
/’lB( )_ Amax —Z[ _Z[ = + ’/’lB( )_ Amin —Z/_Z/ = + .
O ZIC _ZI > Amax +Amax O ZI _ZIL > Amlﬂ +Amlﬂ

So we must add particular constraints representing fuzzy preferences in the final model in the following form
Z/s -z _,r_ﬂZmax < Amax _,r_Zmax z, _Zlc +ﬂZmin < Amin +Zmin.

The third step is repeated till the solution is acceptable for decision maker.

S Back to the capital market — practical application

Firstly for the multiple criteria evaluation process in each group of shares funds, we set the weights of criteria on
the basis of linguistic variables as forenamed above. So the weight of return is random variable with uniform
distribution R(0,6;1) and the weight of risk criterion is also random variables with uniform distribution
R(0,8;1). Generate 10 weight scenarios, so we get 10 possible rankings of alternatives. The final order is ob-

tained via the assignment problem. The investor chooses only one alternative, consequently in the first place.
Selected shares funds are the following - Dynamicky Mix, Sporoinvest, Bondinvest, Global Stocks.

Secondly we apply the interactive multiple objective programming method proposed above. We have 10 sce-
narios of aspiration levels of all objective functions. The final mathematical model is formulated as follows

A — max
4
dvx, AU, -L)<L, x;2005 j=1,..4
j=1
4
> rx,+AU,-L)2U, x;<05 j=1..4
j=1
4 4 >
D nx;+051<25 Dox =1
j=1 Jj=1
4
D 5;x,—02420 0< A<l

Jj=1
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where Vi r,n,s (j= L,...,4) is return, risk, costs and Sharpe ratio ofj’h shares fund, x;(j= L,...,4) represents a

share of j fund in portfolio. The values L, and U,, or L,and U, are the aspiration levels of particular criterion.

We choose the solution with the biggest objective function value for interactive procedure. Its shape is: 22.6 %
Dynamicky Mix, 22.4 % Sporoinvest, 50 % Bondinvest, 5 % Global Stocks with 1.28 % return and 2.03 % costs,
A =10.59. As the portfolio risk is more important than return, so the investor wishes to make better the value of
risk, in the concrete decrease at least under 1.9 % level, on the contrary decrease of return by 0.1 % with the
same tolerance is acceptable. Thus the two following constraints must be add into the model

4 4
D rx; <19 1.28->v,x, +0.14<0.2.
i=1 j=1

The next solution is: 48.1 % Dynamicky Mix, 41.9 % Sporoinvest, 5 % Bondinvest, 5 % Global Stocks with 1.2
% return and 1.9 % costs, A = 0.55. The investor still wants to decrease the risk at the expanse of return, below
1.7 % level with the same acceptable decrease return as in the first case. After the model change (similar as in
the previous one) by supplement

M-

4
rix; <1.7 1.2—Zvjxj+0.1/lS0.2,

j=1 j=1

the solution looks: 41.1 % Dynamicky Mix, 48.9 % Sporoinvest, 5 % Bondinvest, 5 % Global Stocks with 1.08
% return and 1.7 % costs, A = 0.5. The next demand on risk cut-down about 0.2 % is not acceptable because of
solution infeasibility. The investor agrees with prior one.

6 Conclusion

The ambition of the article is to introduce the investment decision making where we usually meet many elements
of uncertainty.

The stochastic weights of evaluative criteria and some criterial values are taken into account as random vari-
ables with some continuous probability distribution leading to scenario analysis in the multiple criteria evalua-
tion process where one of the basic problems of linear programming is applied for making final ranking.

The investor uncertain preferences about further important elements in the process are expressed with the aid
of fuzzy sets, or the basic operations in the field of fuzzy logics. The weights can be also expressed by this way,
but in this article it is not used because the uncertainty values of weights are just included in the multiple criteria
evaluation approach. If all relations are linear, the optimal solution of fuzzy decision making problem becomes
accessible by linear programming appliance. It is no doubt, that the extension about some nonlinear components
is possible.

Finally the multiple criteria objective method is applied in order to make the “optimal” portfolio with a pos-
sibility to change the solution on the basis of the investor fuzzy demands during the process.
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Criteria for evaluating the significance of transport

infrastructure in precedence analysis
Josef Botlﬂ<1, Milena Botlikov4?

Abstract. The precedence analysis enables to find new links and relationships in the
evaluation of selected variables. The most important finding is the impact of changes
in the values on the surroundings. The basis for precedence analysis is the definition
of system objects, elements and relationships. The system is then transformed into
incidence matrices. Because of examining the changes that have occurred in the se-
lected variables in a certain time interval, we analyze the mutual influence of the rel-
ative and absolute changes in the values of the selected element to the neighboring
elements. Based on relative and absolute values of these changes, we can determine
the increases or decreases directions of these variables in the system. Then we are
able to examine antecedents (precedences), consequents (successions) and multiple
precedences and successions. The problem in assessing the transport infrastructure is
the choice of criteria and their weights to determine the significance of transport in-
frastructure in the region and the subsequent search of the significance of changes in
the time interval. In this paper we deal with changes in road infrastructure, increase
or decrease of highways, expressways and I, II., and III. class roads. The search of
weights for these transport structures is also presented in the paper.

Keywords: precedence, sukcedence, cities with extended authority, infrastructure.

JEL Classification: O18, C65
AMS Classification: 65C20

1 The method and tools

In the frame of dissertation and few projects there is the analysis of traffic infrastructure impact on a region de-
velopment. Precedence analysis was used as a method. Relations of selected quantities between the cities with
extended authority (CEAs) in Moravian — Silesian region are being analyzed.

If we are working in the system with relations, it is if there is a mutual effect on each other, we can describe
structural and time precedences and subsequences of effects. The matrix for precedence description is commonly
called the precedence matrix, for capturing subsequences the succedence matrix. Matrices can be binary, and
these are being used in non evaluated graphs. In evaluated graphs is either being used transcription into numeri-
cal matrices or into combination of a binary matrix and a numerical vector, describing flows. The special case is
the flow matrix, in which a write using values of ,,1%, ,,0“ and ,,-1* is being used.

In precedence matrix (resp. succedence matrix) is value ,,1%, if a row element is a direct precedence (resp.
subsequence) of a column element. In other cases we write nothing into the matrix (in some cases, we write
e, . . . 3
value ,,0%, if it is necessary for mathematical processing)”.

Precedence matrices are used s a tool, allowing effective work with heterogeneous quantities. Matrices serve
for identification and record of relations and their orientation in the system. The basis for the analysis is a finding
of direct relations between analyzed subjects, then the basic unitary flows of tracked quantities are determined on
the basis of uneven progress of these subjects in time. The defining of flows was done by comparison of tracked
data of elements with a relation (adjacent CEA) in selected times. Data growths or falls were expressed for the
data in percent and by comparison of these quantities the course of particular quantity flow was determined.
From the identification of growth and fall between CEA the precedences and succedences are determined.

! Silesian University in Opava, School of Business Administration in Karvina, Department of Computer Science,
University sq. 1934/3, 733 40 Karvina, botlik@opf.slu.cz,

? Silesian University in Opava, School of Business Administration in Karvina, Department of Logistics, Univer-
sity sq. 1934/3, 733 40 Karvina, botlikova@opf.slu.cz,

> Own principles and mathematical apparatus are more closely described in [1], [3], [5] a [7].
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1.1 Data basis

Calculations were performed upon the data, available in the databases of Directorate of Roads and Highways and
Department of Transportation. For model construction, map materials from the portal of public administration of
MSR were used. Data come out from planned changes in infrastructure between 2004 to 2013.

As default standards for weight (rate) of CEA infrastructure change determination was used specification of
road network to highways, speed roadways, 1%, 2", and 3™ roadways, their increase (or decrease) in a region. It
was evaluated, if there is a connection of particular roadway and other parts of infrastructure inside and outside
CEA, whether there is a connection to an infrastructure with higher significance rank (European, TEN-T4,
transeuropean networks, corridors, etc.). Next factor was the number and placement of slip roads, new roadways
integration into regional and local structures (bypasses, through roads, etc.) and creating of particular infrastruc-
ture types. Also the negative traffic impacts of transitive character were assessed. A coefficient of region signifi-
cance was used for determination of flows (density and quality of infrastructure and connection onto other struc-
tures)’ in case that particular CEAs had not construction at disposal in selected period.

A weight table of infrastructure growth for particular CEAs was created on the basis of selected group of
standards. The region significance coefficient (density and quality of infrastructure and connection to other struc-
tures) was used in case that relevant CEAs did not have construction in selected time period.

1.2 Precedences and multiple precedences

On the basis of determined weights there was calculated the value determining the growth of traffic infrastruc-
ture for every CEA. After the calculation of relative changes between adjacent CEAs, the precedence matrix was
created. The matrix has 23 rows and columns, rows and columns consist of a listing of 22 CEAs and their sur-
roundings. In every matrix row was a value ,,1 entered in the case, that row CEA precedes column CEA in the
meaning of tracked quantity (has lower value of this quantity). By calculation of particular precedence matrix
power were multiple precedences found. Multiple precedences show the range of tracked quantity changes in
particular CEA onto the surrounding. The existence of precedence of particular length points to the existence of
a track in the system. This track length is equal to power of particular precedence matrix. During transition be-
tween particular CEAs, there is always a growth of particular quantity.

Upon a binary multiplication® there are the existences of particular length precedences determined between
particular CEAs. By classic multiplication of matrices we will obtain a frequency of these precedences between
particular CEAs. For the analysis were powers calculated to the exponent of 8. Further powers of matrices con-
tained only null values.

2 Weight adjustments of particular traffic roadway types

When determining the weights for particular traffic roadway types and their impact on the surrounding, four
main variants were examined.

Variant 1

The variant allowed for spinal connections and an existence of roads of higher significance.
Basic weights of particular changes in CEAs were determined as follows: D =5, R=4, 1. =3, I. =2, 1. = 1,
influence on the surrounding = 2. Changes in regions were points awarded according to their range and edited
according to weights. To prevent casual concurrence in adjacent (MRP), the region significance coefficient was
added in 0.2 to 1.5 interval, determined on the basis of CEAs inhabitants, location and size.

Variant 2

In next analysis there were adjusted the weights of slip roads. The aim was to allow for connecting of CEA onto
spinal roadway. The variant allows for spinal connections and their connection onto existing infrastructure in
given locality (number of slip roads). In this case was the weight of existing slip roads increased from a value
.3 to a value ,,6%.

* TEN-T / Transport infrastructure, available at: http://ec.europa.eu/transport/infrastructure/index_en.htm, online
20.10.2011

3 In more detail for example in literature [6].

® In more detail for example in literature [1]
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Variant 3

This variant includes the negative impact of a highway in the case, that it is only a transitive roadway. The
weight of highway stretches without connection to traffic infrastructure of a region was decreased to ,,1*, high-
way stretches with connection to existing infrastructure have still a value of ,,6%.

Variant 4

Last variant determines the weights so that it concludes to advantage of regional traffic.

Connection of a highway to existing infrastructure = 6 without slip roads, R and I. =4, II. And III. = 2.

Upon the growth of particular infrastructure type and particular weights it concluded in 2004-2013 period to
quantification of traffic infrastructure growths. Values for tracked 4 variants of weights are in the table 1.

-
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number ORP 1| 2| 3| 4| s| e 7 8 9| 10| 11| 12| 13| 14| 15| 16| 17| 18| 19| 20| 21| 22
analysis 1 sa| 76| 0.3| 24| 0.2| 55| 0.2| 7.2| 0.2| 14| 6.2| 35| 0.1] 9.1| 59| 24| 32| 0.4 87| 0.1] 17| a
analysis 2 60| 91| 0.3| 24| 0.2| 55| 0.2| 7.2| 0.2| 14| 6.2| 35| 0.1] 9.1| 62| 24| 33| 0.4/ 102| 0.1] 17| 4
analysis 3 28| s9| 0.3| 24| 0.2| ss5| 0.2| 7.2| 0.2| 14| 6.2| 35| 0.1] 9.1| 46| 8| 33| 0.4| 74| 0.1] 17| a
analysis 4 28| 64| 0.3| 26| 0.2| s8| 0.2| 10| 0.2| 18| 8.2| 40| 0.1| 12| so| 8| 44| 0.4 85| 0.1] 22| 4

Table 1 Quantification of traffic infrastructure growths

2.1 Precedence changes for particular weight variants

Table 2 shows the numbers of precedences of available lengths. Numbers are stated upon binary and standard
multiplication of matrices. In the left part of the table are changes of precedence number without multiplication
between identical predecessors and successors. In this case, at the existence of particular length precedence
without multiplication between two CEAs is their existence recorded. In the right part are the changes in multi-
ple precedences. In this case is their number recorded at the existence of particular length precedence between
two CEAs.

number of precedences given length number of multiple precedences given length

lenght il 2| 3 4 5 =8 7 =8 lenght 1l 2| 3| 4 5 =8 7 8
analysis1| 62| 114| 85| 53| 32| 13| 2| 0 analysis1 | 62| 146| 193] 184| 100| 30| 4| o
analysis2| 62| 102| 82| 56| 31| 12| 4| 0 analysis2 | 62| 130| 161| 132| 69| 24| 4| 0
analysis3| 62| 100| 63| 32| 15 4| 1| 0 analysis3 | 62| 131] 135| 83| 36| 12| 2| o
analysis4| 62| 108| 71| 43| 28| 10| 3| 1 analysis4 | 62| 139| 159| 120| 68| 27| 7| 1

Table 2 Numbers of precedences of different length

It is clear from the Figure 1 that many changes of traffic infrastructure in chosen time interval manifest mostly to
distances of second precedences. Variant 3 with allowing for the negative impact of transitive roadways has the
lowest number of precedences at all levels of precedence (at all track lengths) and affects the least surrounding
CEAs. Largest impacts on direct surrounding have variants 1 and 4, variant 2 has larger influence (in comparison
of all variants) on more distant CEAs. For next analysis there are equations of regression added, formed by 6"
order polynoms. These equations are used in further analysis for finding a similarity with other examined quanti-
ties.

The Figure 2 compares the numbers of multiple precedences. At this evaluation is the largest impact on sur-
rounding at variant 1, smallest impact, again, at variant 3. It is clear from the graph, that largest numbers have
precedences of length 3, at variant 1 and 2 even precedences of length 4. Consequently, between particular
CEAs, more distant relations occur in larger number of combinations.
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Following graphs represent gradually the changes of impacts according to particular CEAs. These graphs show
the number of precedences and multiple precedences between the various CEAs. The first and third line shows
the precedences, second and fourth line shows the multiple precedences.
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Figure 3 Influence of particular CEAs on different CEAs
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3 Conclusion

It is clear from the graphs, that largest impact have the CEAs 1, 2, 6, 12, 15, 17, 19 and it is in all the variants of
weights with minimal differences. Largest impact on the surrounding has, therefore, in MSR the construction of
D1 and R48 highway.

What is for the whole precedence number, is that the largest impact is recorded at CEAs 6, 15 and 19. It is
clear here, that changes of traffic infrastructure are concentrated to large cities.

The proposed method is based examination of change impacts on surrounding, its number and length. The
results of analysis are possible to compare with analysis of different, seemingly heterogeneous quantities, at
which we examine, again, the number and range of changes. The expression of impacts using the precedences
will allow finding similarities in different quantities behavior on surrounding. In relation to investigation of
changes in time interval we can analyze also the inertia of changes and time slips between changes at different
quantities.

References

[1] Borje, L.: Theoretical analysis of information systems. Bratislava: Alfa, 1981.

[2] Botlik, J:. Opportunities of using analytical methods in logistic analysis of region . Acta Academica 1 (2011)
Karvina: OPF Karvina, 2011, 25-36.

[3] Botlik, J.: Precedence, as a tool for analysis of a system using matrices. In: Electronic conference E - CON
Internactional Masaryk’s Conference for doctorands and young scientific workers. Hradec Kralové:
MAGNANIMITAS, Hradec Kralové, 2010, 292-298.

[4] Botlik, J.: Precedence matrices and their analogy in bipartitionary graphs. In: PEFnet 2010, 14. class -
European Scientific conference of Doctors grade study listeners. Brno: Mendels University, 2010,

[5] Botlik, J.: Specific analytical tools in logistics. In: Compilation III. international scientific conference Con-
ference for doctorands and young scientific workers of OPF Karvind. Karvind, OPF: OPF Karving, 2010,
65-717.

[6] Botlik, J., Botlikovd, M.: Precedental regional analysis in caring economics. In: 7th International Symposi-
um on Business Administration, Canakkale, Turkey, 2012, 206 - 224.

[71 Uncovsky, L.: Modely sietovej analyzy, Bratislava: Alfa 1991

-48 -



30th International Conference Mathematical Methods in Economics

The usage of precedence in analysis of impact of the economic

crisis for accommodation services
Milena Botlikova 1, Josef Botlik 2

Abstract. The paper deals with the evaluation of changes in occupancy of
accommodation facilities in different regions of the Czech Republic in time of the
economic crisis. Input data are obtained from the Czech Statistical Office. In
selected time intervals there are detected increases and decreases in values of
selected data relating to accommodation services. These changes are compared
within each region and are recorded into precedence matrices. Relations captured
through precedence are gradually analyzed using the matrix exponentiation. Based
on the exponentiation there are identified regions, among which we can observe non
decreasing respectively non increasing changes of the monitored values. In more
detailed, there are observed precedence of various lengths and found the maximal
precedence. The precedence analysis make possible to monitor changes and
directions of influence of economic crisis between regions. Comparison of
calculated precedence at different time intervals shows the possible dependencies
between the variables being monitored in individual regions. The research results
can be subsequently used for comparison with changes of other economic variables
and the determination of dependencies between these variables.

Keywords: precedence, sukcedence, cities with extended authority, infrastructure.

JEL Classification: O18, L83
AMS Classification: 65C20

1 Introduction

Paper is based on research projects CZ.1.07/2.3.00/09.0197, SGS/24/2010 and SGS/23/2010. In the projects
there were sought generally applicable tools for capturing state variables changes. There were searched easily
applicable tools to analyze the dynamic properties of systems.

Basic principles of described method lie in capturing of seemingly heterogeneous quantities and phenomena
by their change through time or space, determination of precedences and sequences of these quantities, their
description using mathematical apparatus and comparable results generating using standard operations.

A relatively wide opportunity offers the precedence matrix

With precedent and subsequent events, we can analyze the temporal and structural changes in systems. To
facilitate the processing is appropriate the use of matrixes in which the link between a line element and a column
element is captured. In practice, we use the capture of precedence or succedens of the inline element and the
matrices are called precedence (succedens) matrices. Using simple operations on these matrices, we can analyze
the existence and frequency of links between elements of the system. The results were published for example in
(2], (3], [4] or [5].

2 Model creating

A segmentation of Czech Republic into regions was used for the analysis. On this basis was a simple network
graph created, which captures relations between particular regions. Relation is defined by adjacency of particular
regions, which have borders with other countries, have defined relation with surrounding.

In this phase of analysis is not captured, with which countries are given regions adjacent with, relation is a
common relation to surrounding.

On the basis of network graph is the model transcribed into incidence matrix. In this matrix is the relation
structure between particular regions captured. The matrix has defined one row and one column for every region

! Silesian University in Opava, School of Business Administration in Karvina, Department of Logistics,
University sq. 1934/3, 733 40 Karvina, botlikova@opf.slu.cz

?Silesian University in Opava, School of Business Administration in Karvina, Department of Computer Science,
University sq. 1934/3, 733 40 Karvina, botlik@opf.slu.cz.
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and for surrounding. In every row is a value ,,1* in such column, for which there is a relation of region, described
by a row and a region described by a column.

As a time interval for the crisis period, was chosen the period from 2008 to 2011 (data for 2012 year are still
incomplete). From the data the percentual changes were calculated out in relation to the beginning of interval.
Upon comparison of percentual falls and growths in regions, were the courses of particular quantity changes
between particular regions determined. Determining of the courses allowed the construction of oriented graphs
and creating precedence matrix’.
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1 2 3 4 5 6 7 8 910 11 12 13 14 15
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1 (11 0 A

O 00 = O Ry
-
-
—
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-
=
-
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Figure 1 Creating of incidence matrix

3 Date and analysis

In this phase of analysis there are not the rules for creating of network graph abided by, there are not cycles
tracked. Concurrently is the graph considered as an subgraph of higher land structure and abnormalities are not
being solved (for example: Prague has a relation only to Mid-Czech region). The values of surrounding are
determined, for this analysis, as an average from existing values.

The data from public database of Czech Statistical department was used for this analysis. Upon the growths
and falls of guests in accommodation facilities there was analyzed the use of rooms in particular categories of
accommodation facilities (hotels “*****” hotels “****” hotels “***”  guest houses and other hotels). The
following table presents the occupancy of rooms in particular regions and changes in the interval of 2008-2013.
From the table is clear lack of data for analysis of “*****” hotels.

3 More in detail look in literature in references below, for example, in the literature [1] or [6].
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2008 2011 2008-2011 % 1 20 3 4 5 6 T 8 91111213 14115
1] 4587483| so0s0923| 463 440 10.10 1 1
2| ess178| 694083 28905 4.35 2 1| 4 1 1] 1] 1] 1
3] 93so032] we2z237| -13795| -1.47 3 1] 1
4 487 490 495 534 9044| 1.86 4 1 1 1
5 679 996 703 143 23147 340 5 1 1 1
3 366530] 336909 -29621) -8.08 G 1
7| roaver|  e32ve4| -70 993]-10.09 7 |
8| wo02713| s2se21| -77092| -8.54 8 1 1
9] 3s0903] 323857 -37036]/-10.26 9 |
10 385 520 355332 -37488| -947 10 1
11] 1185770] 1115348 -70421| 594 e G 1
12| 426604 397279 -29 325 -6.87| 12 1 1
13| 4974s2| 4sg33s| -28 117] -5.85| 13 1] 1 1|
14| s40128| s72308| -67 822|-10.60 14
15 916 849 921 337 4488| 049 15 1 1 1] 1] 1 1 1 1] 1]
Figure 2 Creating of precedence matrix (number of guests in accommodation facilities in regions)
hotels ***** hotels **** hotels *** other
NHo. regions 2008 2011 |difference| 2008 2011 |difference| 2008 2011 |difference| 2008 2011 |difference
1|Prague 55.9 59.5 36 &7.0 60.2 3.2 57.0 59.3 24 427 438 1.1
2|Stiedoéesky 0 0 0.0 36.7 34.9 1.8 36.1 34.0 21 28.0 208 7.2
3|JihoZesky 0 0 0.0 524 456 5.8 326 306 2.0 249 226 24
4|Plzensky 0 0 0.0 223 31.7 9.5 348 41.3 6.5 25.0 178 72
5| Karlovarsky 574 55.0 25 66.7 66.6 01 485 51.3 29 260 221 3.9
6|Ustecky 0 0 0.0 370 36.7 17 297 277 2.0 20.1 17.2 3.0
7|Libarecky 0 0 0.0 476 455 3.0 327 354 27 26.3 240 23
B|Krdlovéhradecky 0 0 0o 5.7 44 1 -10.6 359 T3 1.3 31.3 26.3 5.0
9|Pardubicky 0 0 0.0 309 3.3 0.4 0.8 295 1.3 0.2 234 6.8
10| Vysoina 0 0 0.0 308 28.9 -1.9 29.0 27.2] -1.8 251 21.8 3.3
11|Jihomoravsky 0 0 0.0 431 4.2 5.9 388 134 5.4 28.8 224 6.4
12|Olomoucky 0 0 0.0 45.0 313 13.6 341 T s 3.4 256 22.4 3.2
13|Zlinsky 0 0 0.0 573 54.6 27 420 35.6 6.4 30.3 258 4.5
14|Moravskoslezsky 0 0 0.0 404 335 5.8 346 31.2 34 298 246 5.2
15[ surrounding 8.1 8.2 0.1 44.0 415 25 369 36.5 04 28.2 239 42

Table 1 Occupancy of rooms in percent

For particular tracked quantities there were gradually calculated powers of precedence matrices and the number
of particular length precedences. Upon the number of precedences between particular regions were determined
the ratios of precedences and succedences. These show the ratios between the growth and fall of given quantity
for particular regions in comparison with other regions.

As a result, followed comparison of precedences of different lengths at specific quantities. On the Figure 3
are precedence matrices for tracked quantities. Resulting numbers of precedences were compared and show
changes, to which it led during the crisis period of 2008. The more precedences given region contains, the higher
growth (or lesser fall) of particular quantity values during the crisis period it recorded in relation to surrounding
regions.

Qccupancy in collective accommodation
establishments in regions
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Figure 3 Precedence matrices
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Occupancy in collective accommodation establishments in regions
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M precedence
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Graph 1 Ratio of precedences and sukcedence for particular regions

It is clear from graph 1, that the largest increase (lowest decrease) of attendance in collective accommodation
facilities in regions, recorded Prague, what could be presumed. Relatively large number of precedences is then in
Karlsbad region and Pilsen region. The largest fall, in relation to its surrounding, recorded Liberec region,
Pardubice region a Moravian — Silesian region. In these regions there is null number of precedences.

Hradec Kralové region, South Moravian region, Olomouc region and MSR at the same time recorded a
significant fall of room occupancy in higher parameters hotels. Pilsen region has even layout of room occupancy,
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in all categories of accommodation facilities it recorded a growth in relation to its surrounding. Interesting is the
comparison of Liberec region. This region has larger fall of accommodated, than all the other regions in
surrounding, yet it has increase in all types of accommodation facilities. It is clear, that this increase is causes by
a larger number of long-term accommodated visitors and smaller capacity of accommodation facilities (even at
small number of clients is a high bed use).

Total number of precedences for tracked quantities presents graph 2. On this graph it is visible, that the
highest number of precedences is of level 2 precedence, relatively high number of level 3 precedences. It means,
that we can follow a relatively lots of tracks between the region of length 2 and 3 transitions, where particular
quantities are growing (resp. non-falling). It is clear from the graph, that the largest impact on surrounding
regions have the numbers of accommodated in “****” hotels, yet, this impact is on direct surrounding and has
not more distant relations. On the other hand, occupancy of beds in *** hotels and other accommodation
facilities has the impact less intensive, but of wider range.

length of precedence

60

50

40

30 4

20

10

1 2 3 4 5 -] 7 8

B Occupancy "EEEET hotels W"*¥*" hotels M nextaccommodation establishments

Graph 2 length of precedences

The last table shows the totals of precedences and succedences at tracked quantities in particular regions.

precedences

region number 120 3 4] 5 6] T 8 9] 10] 11 12] 13] 14] 15
Occupancy 37| 36| T 25) 35 1 0f 2 0] 11 & 2| 9] 0f 21
" EEEE N hotels 9 & 2 33| 11| 21) 32| 0f 200 5 1 0f 4] 1] 10
" EEE " hntels 1 0] 3| 34| 21 1| 33| 24 11| 7| 1| 26 0] 1| 18
next accommaodation establishments 2 1 23| 0] 18] 29 39| &5 2 9 3| 23] & 0| 16
succedences

region number 20 3 4 50 B T[ 8 9 10[ 1] 12) 13[ 14] 15
Occupancy 0 1) 11| 3| 0 12] 17| & 34| 22| 15| 20 6B| 27| &
" EEEE N hotels 0 7| 18| of 4| 2| 0 15[ 0] 9] 27| 36 11| 18] 10
" EEE " hotels 0| 36 21 0Of 1| 11 0f A 10] 11| 33 0] 41| 9| 7
next accommodation establishments 0 36) 0O 44| 2| 1| 0 10{ 27| 1] 19| 0f 10| 17| 8

Table 2 Precedences and succedences Czech Republic regions
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Graph 3 presents in detail the total of precedences and succedences for particular regions in tracked quantities.
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Graph 3 detail of precedences and succedences
4 Conclusion

The contribution shows opportunities of precedence analysis of selected quantities. It is clear, that this way of
analysis is able to use at tracking of intensity and range, by which the change of particular quantity influences its
surrounding. Intensity is measurable by the number of precedences, the range by the level of precedence. It is
suitable to extend the method by determination of muliplicated number of precedences, which we reach by
classic multiplication of precedence matrices. In this contribution were used operations, defined in [1], which
give at the same length precedences between the same elements the existence of precedences, not the number at

all.
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Analysis of factors influencing toll amount collected

on the Czech roads
Milena Botlﬂ<ov2’1,1 Sarka (Vlemerkovéz,

Abstract. The problem of fee for using the highways and first class roads (toll), col-
lected in the Czech Republic is investigated in this paper. Legal basis for the tolling
are the “Act on the toll”, “notice on the using charging roads”, and also in a near fu-
ture forthcoming “Act to extend the toll”. Currently State Fund of Transport Infra-
structure (SFTI) faces a lack of funding; therefore it is necessary to analyze the vari-
ous items of income for subsequent determination of the amount. Tolls as one of the
most important component part of the revenue budget SFTI of the Czech Republic
determine the further development of transport infrastructure. The development
must be in accordance with Transport Policy of the Czech Republic and European
agreements. Collected toll amount may be influenced by different factors e.g. the
number of registered vehicles, road transport performance, or intensity of traffic, etc.
Because the influence of these factors on the toll varies, it is necessary to determine
the significance and the relationships between these factors. Analysis of the toll im-
pact can then be used to determine the correct amount of tolls. This will create prop-
er conditions for further development of sustainable transport.

Keywords: toll, road, analysis, influence, infrastructure, transport.

JEL Classification: C44, C01, C51
AMS Classification: 62P20, 62J12, 91B70

1 Introduction

Development of transport infrastructure is earmarked as one of the priorities of the strategic plans of the CZ.
According to many sources indicated the development of road infrastructure as one of the most important in-
struments having a significant multiplier effect leading to the stimulation of economic development of the CZ.
Construction and modernization of road infrastructure experienced a big boom in recent years. The construction
of many roads of national and European nature has happened during the past years. The need to build high-
quality transport infrastructure is resulting from a strategic position of the CZ and the need for the road network
connecting European transport corridors.

Original intentions have changed in recent years. Due to political instability and economic situation, there
was a reason they are impeding the development of decreasing financial resources. State Transport Infrastructure
Fund, which provides financing and development of transport infrastructure, finance and disposing of state funds
from the European Union, recorded since 2008, is decreasing national expenditure framework. Insufficiency
cover construction and modernization of transport infrastructure and national resources in recent years has been
dealt with by EU finance and the CZ exceeded the principle of additionality, which would ensure that funds will
not be from the European Structural Funds used to replace national structural subsidies for public financing and
similar expenditure would otherwise be funded from the state budget.

Although the convergence programs of governments define the development and modernization of transport
infrastructure as a priority to increase the competitiveness of the CZ in the EU, with the advent Necas govern-
ments seeking to reduce the public deficit has been a drastic reduction of funds for development and much of the
transport structures remained in various stages under construction, some projects were not started at all. For
example, in 2010, was stopped 12 vehicles, including the strategically important crossroads Silesian cross form-
ing in the European transport corridor.

'Silesian University in Opava, School of Business Administration in Karvina, department of Lo-
gistics, Univerzitni ndm. 1934/3, 733 40 Karvind, Czech Republic, botlikova@opf.slu.cz .

? Silesian University in Opava, School of Business Administration in Karvina, department of Lo-
gistics, Univerzitni ndm. 1934/3, 733 40 Karvind, Czech Republic, cemerkova@opf.slu.cz.
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2 The toll

Result of efforts to increase national expenditure framework has been gradually in previous years to increase the
income of individual items of the State Transport Infrastructure Fund. Over the years, payments from income
were gradually increasing, i.e. income from fuels and lubricants, the signs and highway tolls.

The introduction of tolls in 2007, should contribute not only to obtain funds to fund transport infrastructure
[5], but also to fulfill the control function, to eliminate congestion and externalities in the traffic flows, when the
introduction of a toll in Germany and Austria became the Czech Republic — one of the transit countries.

Toll rates and their changes

Pay toll payment for actual mileage, the amount of which is differentiated according to the season and the
environmental burden, and in recent years has seen several changes. Individual changes in the above toll from
both those related to highways, and on the expressways and roads. In completing individual sections of the mo-
torway and road network is to expand the number of sections subject to toll charges. Since 1997, when there
were about 1 160 km charged roads, it is now charged about 1300 km road network (which is about 2% of the
total length of road infrastructure). In 2010 the extension of the payment obligations to vehicles from 3.5 tons
was realized. Until this year there was obligation to pay a toll only on vehicles from 12 tones. Other changes in
toll scope can be seen in Table 1.

2011 2012

Increase in toll rates by 25% Increase in toll rates by 25%

Implementation of a compensation system | Possible introduction of 20% VAT

Online system for monitoring of arrears Quantity discounts

Friday discount on toll rates

Table 1 Current changes in toll

Between 2010 and 2011, there were no changes in the amount of toll. The increase is related to that year only
runs Friday, which was connected with an effort to reduce freight during weekend days. Years 2012 has seen an
increase not only in Friday, but even ordinary days and were compared to previous years vehicles to charge
EURO V and above, which by this time were exempt from tolls. Toll rates are shown in the following table 2.

highway first class roads
Axle 2011 2012 2011 2012
Emissions . 2010 2010
vehicle Ordinary/Friday | Ordinary/ Friday Ordinary/ Friday | Ordinary/ Friday

2 2.3 2.26/2.88 3.34/4.24 1.1 1.08 /1.37 1.58/2.00
EURO I 3 3.7 3.63/5.55 5.67/8.10 1.8 1.77/2.70 2.7413.92
4+ 54 5.30/8.10 8.24/11.76 | 2.6 2.55/3.9 3.92/5.60

EURO III 2 1.7 1.7/2.12 2.61/3.31 0.8 0.79/1.00 1.23/1.56

and more 3 2.9 2.9/4.35 4.45/6.35 1.4 1.37/2.10 2.14/3.06

4+ 4.2 4.2/6.30 6.44/9.19 2 1.96 /3.00 3.06/4.38

2 1.67/2.12 0.79/1.00
EURO V+ 3 2.85/4.06 1.37/1.96
4 4.12/5.88 1.96/2.8

Table 2 Rates of toll (in CZK/km) [8]
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Picture 1 Czech sections Toll roads in 2008 and 2012 [6]

Increase in toll rates along with the increase in the number of kilometers of toll, however, did not bring the
desired effect. The increase in revenues of the State Fund for Transport Infrastructure Development of the toll is
still not sufficient and in the second half of 2011 declined.

Many analyses are based on the assertion that if the toll increases further, the individual carriers, burdening
the already high price of fuel, try to search cost-free route — route without tolls. Of the factors that need further
analyze the different factors that selected toll on the amount of influence.

Toll amount collected on the Czech roads in thousands CZK
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Picture 2 Toll amount collected on the Czech roads, in thousands CZK [4]

3 Factors affecting the selected toll and finding a mathematical model

In search of factors affecting the amount of tolls the following factors were selected: price of diesel at filling
stations in the CR (X, explanatory variable), transport performance (variable X,) and the number of goods vehi-
cles of categories N2 and N3 split into second-hand vehicles (X3) and the newly registered vehicles (X;). These
factors were selected for the following reasons:

e The price of oil affects the volume of traffic.

e [t is assumed that increasing the transport performance will match the growing volume of selected
toll.

e The old trucks do not meet the higher standards and meet the EURO higher toll rates. It can be as-
sumed that with the increasing number of these vehicles there will be selected higher toll.

¢ In contrast, newly registered vehicles are mostly new vehicles meet the highest standard EURO and
they therefore correspond to the lowest toll rate, i.e. with the increasing number of these vehicles at
the expense of used cars it will reduce the toll.
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Since some factors are only available quarterly data for the other factors were adjusted so that the data corre-
sponded to the same time sections. From the daily price of oil released by the Czech Statistical Office [4]were
calculated quarterly arithmetic averages and were calculated for the other quarterly totals.

The aim was to find multiple linear regression model:

Y =00+ B X+ 5, Xo+ X5+ 5, X, (1)

The advantage of linear economic models is particularly illustrative in the economic interpretation and the
possibility to estimate and test the standard and simple procedures, which cannot always tell the models that are
linear in the parameters.

First, a linear relationship has been studied above the selected toll on oil prices. Found regression function
has the form (model 2)

Y =—768940.31+77184.9X ; )

with the value of the coefficient of determination 0.636, adjusting coefficient of determination 0.616, p-value

of the individual s-test of parameter 5, is 2.5-1 0_5 .

The final model was then tested. In case accaptance of the model with criterion ,,price of fuel* then the mod-
el (2) is autocorelated (d=1.38).
(9 t—er—] )2

DW=d=13=2__ 3)
iz
e

t=1

M=

where: e.....residue

Other assumption for verification of significance of the regressive model is satisfying homoscedasticity con-
dition. This test for model (2) was done using Golfeld — Quandt test (C-Q test [1] by comparing test criterion (4)
and critical value (5).

F=21 =3y @)
52
where: F .....test criterion
s*.....variance
(&)
Fi-2(q=p.q=p)
where: q — p.. when q — number of observations, p — number of parameters
a ...level of significance
Homoscedasticity is confirmed when:
F)F 1—% (6)

Using G-Q test (6) there was confirmed homoscedasticity (4.05 < 5.05)

To increase the relevancy of the model the second explanatory variable (vehicle performance) was added.
Found regression function has the form (7)

Y =-852115.83+46988.62X 1 +79.95X 5. 7
The inclusion of this explanatory variable in the model has only a slight increase in the coefficient of deter-
mination (0.698). Since the p-value of the individual #-test for parameter £, was 0.079 and the for variables X;

and X, was found a high correlation coefficient value (0.782, see Table 3), second explanatory variable was ex-
cluded from the model due to multicollinearity.
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Transport performace X,

(in tshousands.tonnes) Average price of diesel in CZK (X)

Transport performaceX,
(in tshousands.tonnes) 1

Average price of diesel in CZK (X;) 0.781868

Table 3 Correlation coefficient value

If we consider the above-selected tolls dependence on oil prices standing and registered second-hand trucks,
we obtain the regression function of the form

Y =-371218.72+80823.83X | —620.19X 3. )

Other results are shown in the following table 4.

correlation coefficient R 0.88 p-value F test 3.16%10°°
coefficient of determina- 0.775 adjusting coefficient of determination

. 2 : p2 0748
tion R adjR
p-value for 3, 144%10° | p_value for B, 0.005

Table 4 Quality of the regression function

The fourth explanatory variable X, newly registered vehicles, was added to the model last. Found regression
function has the form

Y =—181539.01+76038.06 X | —857.86 X 3 +73.47X 4 . ©9)

Delivery of the explanatory variables in the model did not increase the coefficient of determination

(RZ =0.783, adeZ =0.742). The p-value of the individual s-test for the parameter S, is 0.431. Because between

second and newly registered trucks there was also found a correlation coefficient 0.813 (see Table 5), the fourth
variable was also excluded from the model.

Newly registered vehicles (X;) Second-hand vehicles (X3)
Newly registered vehicles (Xy) 1
Second-hand vehicles (X3) 0.813362 1

Table 5 Correlation coefficient value

From the originally planned four explanatory variables only variables X, and X; were finally included in the
model and the resulting regression function has the form (8).

This regression function was then examined in terms of heteroscedasticity using the Spearman correlation
test sequence, using the Durbin-Watson test (3, 11) was examined first order autocorrelation.

3 (809216.391 ] .
DW=d="2 =1.6411 an
3 631675.713%

t=1

In both cases, the function appears to be satisfactory. The perimeter of the regression function is also well
suited in multicollinearity (see Table 6).
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Second-hand vehicles (X3) Average price of diesel in CZK (X)

Second-hand vehicles (X3) 1

Average price of diesel in CZK (X;) 0.100556 1

Table 6 Correlation coefficient value

4 Conclusion

After examining the various factors depending on the toll based on multiple linear regression, which allows easy
interpretation of results was found to be above the carrying capacity of newly registered vehicles and shall not
affect the tolling. On the contrary, the price of oil and the amount of used commercial vehicles related to its size.
According to the resulting model it is thus clear that if the unit price will rise the price of fuel (diesel) then the
amount of the national budget framework will grow to 80 823.83 CZK as well as an increase of unit used vehi-
cles then decreases the amount of the toll — 620.19 CZK.

The positive effect is probably caused by trying to minimize transportation costs. Using routes is paid not on-
ly to shorten transport routes but also reduce transport times, which also allows transport operators to increase
competitiveness. Whether the positive effect of oil price increases in the total toll is to be determined by as-
sessing the mutual impact of toll levying excise taxes on fuel. But it is not clear whether increased toll on the
fuel price increase will cover any drop in income tax on diesel fuel caused by reluctance to buy at a higher price.

In the case of reducing the toll and increasing the number of used vehicles, it can be concluded that these car-
riers do not use paid sections. It is obvious that these vehicles trying to use the roads leading cities and communi-
ties and thus negatively contribute to environmental quality.
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Underwriting risk control in non-life insurance
via generalized linear models and stochastic
programming

Martin Branda !

Abstract. We focus on rating of non-life insurance contracts. We employ
multiplicative models with basic premium levels and specific surcharge coeffi-
cients for various levels of selected segmentation criteria (rating factors). We
use generalized linear models to describe the probability distribution of to-
tal losses for a contract during one year. In particular, overdispersed Poisson
regression is used to model the expected number of claims during a given pe-
riod and Gamma or Inverse-Gaussian regression are applied to predict average
claim severity. We propose stochastic programming problems with reliabil-
ity type constraints for the surcharge coefficients estimation which take into
account riskiness of each rate cell, prescribed loss ratio and other business re-
quirements. We apply the approach to Motor Third Party Liability (MTPL)
policies.

Keywords: mnon-life insurance, rate making, generalized linear models,
stochastic programming, MTPL.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Traditional credibility models in non-life insurance take into account known history of a policyholder and
project it into policy rate, see [8]. However, for new business, i.e. new clients coming for an insurance
policy, the history need not to be known or the information may not be reliable. Thus traditional
approaches to credibility can not be used. We will employ models which are based on settled claims
of new contracts from the previous years. This experience is transfered using generalized linear models
(GLM), see [14], which cover many important regression models and are nowadays widely applied in
insurance, cf. [1, 9, 12, 15]. Expected claim count on a policy during one year and expected claim size
can be explained by various independent variables which can serve as segmentation criteria, e.g. age
and gender of the policyholder and region where he or she lives. Using these criteria and GLM we can
derive surcharges which enable to take into account riskiness of each policy. However, as we will show in
this paper, these coefficients need not to fulfill business requirements, for example restriction on maximal
surcharge. Optimization models must be then employed.

Stochastic programming techniques can be used to solve optimization problems where random co-
efficients appear. In this paper, we will employ formulation based on reliability type constraints such
as chance constraints and the reformulation based on one-sided Chebyshev inequality. The distribution
of the random parts will be represented by compound Gamma-Poisson and Inverse Gaussian-Poisson
distributions with parameter estimates based on generalized linear models. Sensitivity analysis of the
results with respect to the underlying distribution is often proposed, cf. [2, 6, 7, 10, 13].

This paper is organized as follows. In Section 2, we will review definition and basic properties of
generalized linear models. Rate-making approach based on GLM is then proposed in Section 3. In
Section 4, optimization models for rates estimation are introduced which enable to take into account
various business requirements. These models are extended using stochastic programming techniques in
Section 5. Section 6 concludes the paper with an application of the proposed methods to MTPL contracts.

LCharles University in Prague, Faculty of Mathematics and Physics, Department of Probability and Mathematical
Statistics, Sokolovskd 83, 186 75 Praha 8, branda@karlin.mff.cuni.cz
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2 Generalized linear models

In this section, we introduce generalized linear models (GLM) which cover many useful regression models.
GLM are based on the following three building blocks:

1. The dependent variable Y; has distribution from the exponential family with probability density
function

y0; — b(0;)

.91'5 =
J(y:0i,0) eXp{ 5

+eln o)} 1)

where b, ¢ are known functions and 6;, ¢ are unknown canonical and dispersion parameters.
2. A linear combination of independent variables is considered

i = ZXijﬁja (2)

where ; are unknown parameters and X;; are given values of predictors.
3. The dependency is described by a link function g which is strictly monotonous and twice differentiable

ElY;] = pi = g~ (m).- (3)

The most important members of the exponential family are proposed in Table 1 including basic
characteristics which are introduced below. The following relations can be obtained for expectation and
variance under the assumption that b is twice continuously differentiable

EY] = ¥(0), (4)
var(Y) = @b"(6) = oV (), ()

where the last expression is rewritten using the variance function which is defined as V' (u) = b”[(b") = (p)].

Distribution Density Dispersion  Canonical Mean Variance
fy;6,0) param. ¢ param. 0(u) value p(f) function V()
N(u,o?) lee*% o? m 0 1
Po(p) e 1 log(12) e’ p
M) | (%) ¥ 3 - - pe
IG(1, \) \/g e 1 ke A ¥

Table 1 Distributions from the exponential family

Maximum likelihood method is used to estimate the parameters of GLM. For overdispersed Poisson
model where the variance need not to be equal to the expected value (dispersion ¢ is not set to 1 but is
estimated from data) quasi-likelihood function must be used. For details see [14].

3 Rate-making using generalized linear models

We denote ig € Z; the basic segmentation criterion, e.g. tariff groups, and iy € Z;,...,ig € Zg the other
segmentation criteria which should help us to take into account underwritinj% risk. We will denote one
risk cell I = (ig,i1,...,ig) with ] € T =Zy®Z; ® --- ® Zg. Let L; = > 1, X1, denote aggregated
losses over one year for risk cell I where N; is the random number of claims and X, the random claim
severity. All the variable are assumed to be independent. Then, for the mean and the variance it holds

pr = E[L;] = E[N;]JE[X]], (6)
0? = war(L;) = E[Nivar(X;) + (E[X[])?var(Ny). (7)
The premium is based on multiplicative model composed from basic premium levels Pr;, and non-

negative surcharge coefficients (rating factors) e;,,...,e;q, i.e.

Pri=Pri,-(1+ey) - (14 €54). (8)
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Qur goal is to find the optimal basic premium levels and coefficient with respect to a prescribed loss ratio
LR, i.e. we would like to fulfill the constraints
Ly

L <LRforalleT.
Pry = Rforall I € (9)

The goal loss ratio LR is usually based on management decision. It is possible to prescribe different loss
ratios for each tariff cell but this is not considered in this paper. However, losses L; are random. The
simplest way is to hedge against expected value of losses E[L;]. This can be done directly using GLM
with logarithmic link function.

Poisson distribution and Gamma or Inverse Gaussian without intercept are used to estimate param-
eters for expected number of claims and severity. If we use logarithmic link function in both regression
models, then we can get for I = (ig,41,...,%5)

E[N]] = exp{/\io + Ail 4+ 4 AZ‘S}, (10)
ElX1] = exp{vip +7i + - +7is} (11)

where \;,; are estimated coefficients. Thus for the mean loss it holds
E[L1] = exp{Xig +7io + Ay + 70+ + Xig +7%is - (12)

Now, if we set A; = exp(\;)/minses exp(X;) and 4; = exp(y:)/minicr exp(7;), the basic premium levels
and surcharge coefficient can be estimated as

exp{Aig +%io} T2 >
Pri, = # 1;[1 min exp(A;) ];[1 min exp(74), (13)
1+e, = exp{\, +7.} (14)

Then the constraints (9) are fulfilled in expectation. However, the surcharge coefficient estimates often
violate business requirements, especially they can be too high, as we will show in the numerical study.

4 Optimization problem for rate estimation

The constraints (9) with expectation can be rewritten as
E[Li077;17---77:5} < LR - Prig - (1 + eil) T (1 + eis)' (15)

There can be set business limitation that the highest aggregated risk surcharge is lower than a given
level r™**. We would to minimize basic premium levels and surcharges which are necessary to fulfill the
prescribed loss ratio and the business requirements. This leads to the following nonlinear optimization
problem

min H P’I"i0 H (1+611) ..... H (1+eis)

i0€7Zo i1€1 is€Ls
s.t. (16)
LR'P’I"iO (1—|—€“)(1—|—615) Z ]E[Lio,h,“.,is]a (io,il,...7i5) EI,
(I4ey) - (I4eg) < 1+7m
€i1y- -y Cig 2 0.

Using logarithmic transform of the decision variables u;, = In(Pr;,) and u;, = In(1 +e;,) and by setting
big.ir,....is = IN(E[Lj, i,....is]/LR) the problem can be rewritten as linear programming problem which
can be efficiently solved by standard software tools.

min Z Ui, + Z Wiy + -+ Z Ujg

i0€To = is€Ts
s.t. (17)
Uiy + Uiy + -0+ Uig > bio,h _____ is» (io,il,...7i5) €T,
Uiy o Fug < In(1 4 77m9),
Uiyy oy Uiy > 0.
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Overd. Poisson Gamma Inv. Gaussian
Param. Level | Est. Std.Err. Exp | Est. Std.Err. Exp Est.  Std.Err. Exp
tariff group 1 -3.096 0.042 0.045 | 10.30 0.015 29 778 | 10.30 0.017 29 765
tariff group 2 -3.072 0.038 0.046 | 10.35 0.013 31 357 | 10.35 0.015 31 380
tariff group 3 -2.999 0.037 0.050 | 10.46 0.013 34 913 | 10.46 0.015 34 928
tariff group 4 -2.922 0.037 0.054 | 10.54 0.013 37 801 | 10.54 0.015 37 814
tariff group 5 -2.785 0.040 0.062 | 10.71 0.014 44 666 | 10.71 0.017 44 679
region 1 0.579 0.033 1.785 | 0.21 0.014 1.234 | 0.21 0.016 1.234
region 2 0.460 0.031 1.583 | 0.11 0.013 1.121 0.11 0.014 1.121
region 3 0.205 0.032 1.228 | 0.06 0.013 1.059 | 0.06 0.015 1.058
region 4 0.000 0.000 1.000 | 0.00 0.000 1.000 | 0.00 0.000 1.000
age 1 0.431 0.027 1.539 - - - - - -
age 2 0.245 0.024 1.277 - - - - - -
age 3 0.000 0.000 1.000 - - - - - -
gender 1 -0.177 0.018 0.838 - - - - - -
gender 2 0.000 0.000 1.000 - - - - - -
Scale 0.647 0.000 13.84 0.273 0.002 0.000

Table 2 Parameter estimates of GLM

5 Stochastic programming problems for rate estimation

In this section, we propose stochastic programming formulations which take into account compound
distribution of random losses not only its expected value. We employ chance constraints for satisfying the
constraints (9). However, chance constrained problems are very computationally demanding in general,
see [3, 4, 5, 6, 11] for various solution approaches and possible reformulations.

If we prescribe a probability level € for violating the prescribed loss ratio in each tariff cell, we obtain
the following chance (probabilistic) constraints

P(Liyiy..ic <LR-Pry - (14e;)----- (1+e))>1—¢, (18)
which can be rewritten using quantile function of L, 4, ... is as
LR-Priy,-(1+e;)----- (I4eg)>F ' (1-¢) (19)

i0,i1,.-00ig

Setting b = ln[FL_ii s (1 — €)/LR] formulation (17) can be used. However, it can be very
difficult to compute the quantiles for compound distribution, see [16]. Instead of approximating the
quantiles, we can employ one-sided Chebyshev inequality based on the mean and variance of the the

compound distribution resulting in the constraints

10,81 5---,88

1
P(L; > Pry) <
(b= Pro) = 1+ (Pry = pr)? /o]

<eg, for Pr; > py, (20)

which can be rewritten as

1—
EJ% < (PT[ — /L[)2. (21)

This leads to the following reliability constraints

[1—¢
ur + - or < P’I"]. (22)

Setting by = In[(ur + ,/16;501)/LAR] we can employ linear programming formulation (17).

-64 -



Proceedings of 30th International Conference Mathematical Methods in Economics

GLM MYV-model SP-model I SP-model 11
Level G 1G G IG G 1G G 1G

tariff group 1 1830 1879 | 3881 3877 | 127164 253227 | 7916 12112

tariff group 2 2028 2029 | 4186 4187 | 135565 277303 | 8483 13 209

tariff group 3 2430 2431 | 5017 5016 | 156 748 337577 | 9976 16 003

tariff group 4 2840 2841 | 5863 5862 | 176 535 394 915 | 11 437 18 715

tariff group 5 3850 3851 | 7948 7946 | 223 966 542 834 | 14 993 25 627
region 1 2.203 2.201 | .241 .240 .464 470 .293 .358
region 2 775 776 .000 .000 .250 .200 077 105
region 3 301 .299 .000 .000 .037 .000 .000 .000
region 4 .000 .000 .000 .000 .000 .000 .000 .000
age 1 .539 .539 .350 .351 .248 244 .363 316
age 2 277 277 121 121 133 132 .188 .166
age 3 .000 .000 .000 .000 .000 .000 .000 .000
gender 1 .000 .000 .000 .000 .000 .000 .000 .000
gender 2 194 194 .194 194 .095 .094 135 119

Table 3 Optimal rates and segmentation coefficient

6 Numerical example

In this section, we apply proposed approaches to Motor Third Party Liability contracts. We consider
60000 policies which are simulated using characteristics of real MTPL portfolio of one of the leading
Czech insurance companies. The following criteria are used in GLM as the independent variables:

1. tariff group: 5 categories (up to 1000, over 1350, over 1850, over 2500, over 2500 ccm engine),

2. age: 3 categories (18-30, 30-65, 65 and more years),

3. region: 4 categories (over 500 000, over 50 000, over 5 000, up to 5 000 inhabitants),

4. gender: 2 categories (men, women).

We employ the approaches proposed in the previous sections to find the basic premium levels for the
tariff groups and the surcharge coefficients for other criteria. The goal loss ratio for new business is set
to 0.6 and the maximum feasible surcharge to 100 percent. The parameter estimates for overdipersed
Poisson, Gamma (G) and Inverse Gaussian (IG) generalized linear models can be found in Table 2.
Standard errors and exponentials of the coefficient are also included. All variables are significant based on
Wald and likelihood-ratio tests. The parameters of GLM were estimated using SAS GENMOD procedure
[17] and the optimization problems were solved using SAS OPTMODEL procedure [18].

The basic premium levels and surcharge coefficients can be found in Table 3. It is not surprising that
the coefficients which are estimated directly from GLM do not fulfill the business requirements and the
highest possible surcharge is much higher than 100 percent. This drawback is removed by the optimization
problems. The decrease of the surcharge coefficient leads to the increase of the basic premium levels.
We refer to the problem where the expected loss is covered as MV-model. Inappropriate increase of
rates can be observed if we use directly the stochastic programming formulation with the reliability type
constraints based on Chebyshev inequality with e = 0.1 (SP-model I). This increase is reduced in the
second stochastic programming problem (SP-model II), where lower “weights” (0.1) are assigned to the
variance in formula (22). Stochastic programming models with Inverse Gaussian regression lead to higher
estimates of the basic premium levels because the estimated variance is much higher then for Gamma
regression. Thus, the first model leads to safer estimates however the variance observed in practice
corresponds rather to Gamma model.

7 Conclusion
In this paper, we compared several methods for rating of non-life (MTPL) insurance contracts which

take into account riskiness of various segments. The probability distribution of losses was described by
generalized linear models. Direct application of the estimated coefficient leads to the surcharge coeffi-
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cients which do not fulfill the business requirements. Therefore, optimization models were introduced.
Stochastic programming formulation was employed to consider the distribution of the random losses on
a policy.
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AHP analysis of teacher’s managerial competencies

Helena Brozova'

Abstract. The students of the Czech University of Life Sciences, Prague had to
identify and evaluate their expectance of teacher’s competencies. The aim of this re-
search is not to evaluate the teacher’s scientific ability which can’t be subject of stu-
dents’ evaluation. The key characteristics of the managerial competencies of teach-
ers are set according to the Casselmann typology of teacher’s roles. Then the stu-
dents’ pairwise comparisons of various teacher’s characteristics and competencies
were analysed using the Analytic Hierarchy Process.

Keywords: AHP method, teacher’s managerial competencies, student’s preferences.

JEL Classification: C44
AMS Classification: 90B50

1 Introduction

This article deals with the methodology of identification of the students’ preferences of teacher’s managerial
competencies at the Czech University of Life Sciences, Prague (CULS Prague). The goal is not to evaluate the
teacher’s scientific ability but the advantage of the teacher’s managerial competencies given by students.

Teachers usually think that students are receiving and understanding information in the same way as teachers
give it (Skarupskd 2007). But do the teachers know what students expect, which pedagogical methods they pre-
fer, what they want not from scientific but from organizational point of view? Therefore the aim of this article is
to describe the methodology of how to identify the student’s preferences of teacher’s managerial competencies.

Preferences could be described as an individual’s regard to a set of objects typically in decision-making proc-
ess (Lichtenstein & Slovic, 2006). Alternatively, preferences mean evaluative judgment as liking or disliking an
object (Scherer, 2005). Preferences are generally set as weights. For evaluation of these weights there are many
different methods that varied in the proportion of including the subjective and objective judgement. Commonly
diffused method is the Analytic Hierarchy or Network Process by T. Saaty (AHP or ANP). The AHP method is a
method deriving global weights from partial weights received as result of pairwise comparisons (Saaty, 1980,
1999).

To evaluate teacher’s managerial competencies in complexity, we proposed the questionnaires for pairwise
comparisons of various teacher’s managerial characteristics and competencies. Student’s answers are then ana-
lysed using the AHP method.

2 Method and Data

2.1 Model Structure

It is very difficult to evaluate managerial competencies of teachers in complexity; we excluded the technical
competencies of teacher from observation. For the rest of managerial competencies of teachers were found the
key characteristics from the student’s point of view. The base for identification of teacher’s managerial compe-
tencies had been the Casselmann typology of teacher’s roles, which was disintegrated to lower levels (Cassel-
mann, 1967). These levels came from managerial competencies (Koontz et al, 1980) and were described accord-
ing to Philip Morris competencies model (Hronik, 2006). The competencies observed in the study are in Table 1
(Brozova et al, 2011, Brozov4, 2011).

In Table 1 the teacher’s competencies are organised into three groups and it is possible to create the hierar-
chy of this competency system. And more, it is possible to suppose, that the students preferences differ accord-
ing to the intensity of the competency characteristic.

" Dept. of Systems Engineering, Faculty of Agricultural Economics and Management Czech University of Life
Sciences, 165 21 Praha 6 — Suchdol, brozova@pef.czu.cz.
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DI T Competencies Characteristics/Anti-characteristics
groups
® 121 Content and form ® [311 Amount of information ® | 411High/Low amount of information
of teaching ® 1312 Complexity of reading ® ] 412 High/Low complexity of reading
® 1313 Content of reading ® 1413 Oriented on the form of reading/Oriented on
the content of reading
® 1314 Form of reading ® ] 414 Oral/IT based presentation
® 1315 Depth of reading ® 1415 Narrow specialization/Broad overview
® 1316 Way of reading ® [ 416 Innovative/Classical education methods
® ].22 Organisation of ® 321 Focus on group or individual ® [421] Individual/Group focus
lecture ® ].322 Setting the rules ® 422 Consistent/Changeable decision making
® 1323 Solving problems ® 1423 First hand/Diplomatic manner
® ].324 Evaluation process ® 1424 Quantitative/Qualitative evaluation methods
® ].325 Evaluation criteria ® 425 Consistent/Changeable criteria
® 1326 Plan of teaching ® 1426 Fixed/Framework education plan
® 1327 Flexibility ® 1427 Impressible/Uninfluenced
® ]1.328 Monitoring ® 1428 Follow/Do not follow control or monitoring
® 123 Personality of ® 1331 Teacher’s self-presentation ® 1431 Quiet/Vigorous way of speaking
teacher ® 1332 Communication skills ® 1432 Good/Poor communication skills
® ].333 Focus on student ® 1433 Students/Topic orientation
® ].334 Support of student's independence ® ] 434 Directive/Democratic manner
® 1335 Ability to improvise ® 1435 React/Do not react to students
® 1336 Teacher’s outlook ® 1.536 Casual/Informal look
® 1.337 Way of speaking ® 1437 Professional/Conversional language style

Table 1 Competencies groups and their elements

The whole competency system is really complicated and comprehensive and preference information can have
many different forms; therefore its transformation into numerical expression is necessary for mathematical mod-
els calculation. So students’ weights of these teacher’s competencies are estimated as preferences received using
Saaty pairwise comparisons methods and subsequently synthesized using the AHP method. The AHP method
using quantitative pairwise comparisons is the suitable tool for this analysis, because it enables above described
evaluation by sequential comparisons of all possible pairs of items. The AHP is a method deriving global prefer-
ences from partial preferences that represent relative measurements of the hierarchical dependences of decision
elements (Saaty, 1980, 1999). Fundamental characteristics of both methods are following.

2.2 Analytic Hierarchy Process (AHP)

The AHP (Saaty 1980, 1999) is based on mathematics and psychology. The procedure for using the AHP con-
sists of the following steps:

1. Creation of the problem hierarchy containing the decision goal, the variants for reaching it, and the
criteria for evaluating the variants.

The AHP model for setting of preferences has four levels (Table 1): the first one L1 consists of the goal
— the preference setting, the second L2x comprise the groups of competences, the third L3xx includes
the competencies and the fourth L4xx consists of qualitative characteristics describing the competen-
cies.

ii. Calculation of the priorities among the elements of the hierarchy by making a series of judgements
based on pairwise comparison of the elements.

Pairwise comparison is the process of comparing pairs of items to judge which element of each pair is
preferred, or has a greater amount of some quantitative property. One broadly used method is Saaty’s
pairwise comparison method (Saaty, 1980).

iii. Checking the consistency of the judgements.
iv. Synthesis of these judgements to yield a set of overall priorities for the hierarchy.
v. Selection of the best variant based on the highest overall priority.
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2.3 Questionnaire and Respondents

Questionnaire

To receive the necessary data for this analysis, the student’s survey was made. The students filled the question-
naire in MS Excel (Figure 1) and then the answers were synthesized by the AHP for every questionnaire
(BroZova 2011). These data then are worked up using MS Excel tools — functions and also macros.

Strong Equal Strong
prefered A pref prefered B

975313579

Content and form of teaching X Organisation of lecture
Content and form of teaching X Personality of teacher
Organisation of lecture X Personality of teacher

Figure 1 The part of questionnaire

Respondents

The pilot study was done for really small group of 4 students and this study showed the reasonability of this
approach (Brozova 2011). Then the research was done for three groups of students of the last course in Master
programs in two faculties of CULS Prague:

® Faculty of Environmental Science
e 53 regular students of Engineering Ecology, and Landscape Engineering
® Faculty of Economics and Management
e 48 regular students of Economics and Management, and Administration and Management
e 127 distance students of Economics and Management, and Administration and Management

Together 228 responses of the student of our university were analysed.

2.4 Processing of Questionnaires

All questionnaires were firstly checked for completeness and were found missing answers. In these cases the
equal preference was added.

Saaty’s matrices were recalculated automatically using sheets functions and consistency index was calculated
using Goal seeking. Then the consistency was checked and inconsistent answers were discarded. The individual
weights were calculated using sheets functions at the end of this step. Figure 2 shows sheet organisation for
Saaty’s matrix calculation, consistency index checking and weights calculation for competencies and compe-
tency groups. Weights of characteristics and anti-characteristics are calculated as shown in Figure 3.

Content and Organisation Personality

form o Geommean Weights
9,00 7,00 5,00 3,00 1,00 0,33 0,20 0,14 0,11 teaching = °flecture | of teacher
00 0 0 1 0 0 0 0 Contentandformofteaching [ 1,000 1,000 0,333 0,6933613 02
0O 0 0 0 0 1 0 0 0 Organisation of lecture 1,000 1,000 0,333 0,6933613 0,2
0O 0 0 0 O 1 0 0 0 Personality of teacher 3,000 3,000 1,000 2,0800838 0,6
3,46680637
2,000 1,000 0,333 Lambda  3,00005 Consistency
Index
1,000” -2,000 0333  Determinant -0,0004 0,00
3,000 3,000 -2,000

Figure 2 Saaty’s matrix calculation and consistency index checking

The processing of data was finalised using special macros made for bringing together of all consistent results.
When value of consistency index was very bad, corresponding answers are removed from the final elaboration.
Because no student can be preferred more than other one, the average weights of competency groups or charac-
teristics were calculated and analysed at the end.

Excel graphs were used for graphical representation of global student preferences of teachers’ managerial
competencies. Various orders of elements were used for easier interpretation of global preferences. The weights
of the groups of competencies and the weights of competencies are ordered from the highest value. The weights
of characteristics are ordered in two ways. The first way is based on differences between weight of characteris-
tics and weight of anti-characteristics, the second one is based on maximal value of corresponding weights
(weights of characteristic and anti-characteristic).
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Strong Equal Strong

prefered A preferences prefered B A/B
9758318579 975313579
X High/Low amount of information 0,75 3 000100000 O 0,25
X High/Low complexity of reading 0,125 0 oo00000O0O10 7 0875
X Orientated/Nonoriented on the form of reading 0,875 7 010000000 O 0,125
X Quiet/Vigorous way of speaking 0,16667 0 000000100 5 0,83333
X Good/Poor communication skills 0,9 9 100000000 O 0,1
X Oral/IT besed presentation 083333 5 001000000 O 0,16667
X Students/Topic orientation 0,75 3 000100000 O 0,25
X Narrow specialization/Broad overview 0,125 0 000000010 7 0875
X Individual/Group fokus 0,75 3 000100000 O 0,25
X Innovative/Classical education methods 0,875 7 010000000 0 0,125
X First hand/Diplomatic manner 0,9 9 100000000 O 0,1
X Consistent/Changeable criteria 0,875 7 010000000 O 0,125
X Consistent/Changeable decision making 0,75 3 000100000 O 0,25
X Quantitative/Qualitative evaluation methods 0,125 0 oo00000O010 7 0875
X Fixed/Framwork education plan 0,25 0 000001000 3 0,75
X Impressible/Uninfluenced 0,875 7 010000000 O 0,125
X Directive/Democratic manner 0,1 0 000000001 9 0,9
X Follow/Do not follow control or monitoring 0,75 3 000100000 O 0,25
X React/Do not react to students 0,875 7 010000000 O 0,125
X Casual/Informal look 1 0 000010000 O 1
X Professional/Conversional language styl 083333 5 001000000 O 0,16667

Figure 3 Weights calculation of characteristics and anti-characteristic

3 Results and Discussion

Preferences of the competency groups

Preferences of competency groups show (Table 2), that for students Organisation of lectures is not very impor-
tant. It can be explained by student’s ability to accept changes.

Content and form Personality Organisation
of teaching of teacher of lecture
0,44884 0,33304 0,21811

Table 2 Preferences of groups of competencies

Preferences within the competency groups

The weights of elements in the level Content and form of teaching are in Table 3. Surprisingly these results
show that for students the Way of reading is much more important than the Complexity of reading and Amount
of information.

Way Form Content Depth Complexity Amount
of reading of reading of reading of reading of reading of information
0,31816 0,22186 0,199 0,12601 0,07065 0,06456

Table 3 Preferences of competencies in Content and form of teaching

In the group of competencies Personality of the teacher the competencies have small differences among the
weights, only the Teachers outlook has very low preference (Table 4). It seems that students are really excited
and disturbed if the teacher has some inappropriate communication, speech habits and self-presentation or if he
is not able to dialogue with students and to improvise.

Communication Way Ability to Focus ofsslisg:r:tt's Tee;:llfr S Teacher's
skills of speaking improvise on student independence  presentation outlook
0,19276 0,17019 0,17018 0,15675 0,14512 0,12837 0,03663

Table 4 Preferences of competencies in Personality of teacher

Organisation of lectures is not really important for student (Table 5) because weights of competencies are not
high. In this group of competencies only the Way of solving problems can be mentioned. It seems that students
are very interesting and influenced by teacher attitude to problems.

. . . . Focus on
Solving S Evaluation Plan of Evaluation o Setting the
Flexibility o . Monitoring group or
problems criteria teaching methods rules individual
0,17154 0,14665 0,13738 0,13697 0,13328 0,11095 0,09999 0,06323

Table 5 Preferences of competencies in Organisation of lecture
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The analysis of the synthesised information on the fourth level of hierarchy

Synthesised weights on the fourth level show the preferences of teacher’s managerial characteristic (and anti-

characteristic) from the quantitative point of view.

—+— Characteristics
—&— Anti-characteristics

—--=-- Difference of weights
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Figure 4 Preferences of managerial characteristic and anti-characteristic (according to the weights differences)

The Innovative educational methods (not classical), Good communication skills, and immediate Reaction

on students and to their problems are most preferred by students in contrast with its anti-characteristics. The

students want to enjoy their study (Figure 4).
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Figure 5 Preferences of managerial characteristic and anti-characteristic (according to the maximal weights)

The Innovative educational methods (not classical), Oral based presentation (not IT based), and Orienta-

tion to the content of reading are most preferred by students (Figure 5).
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4 Conclusion

This article describes the methodology and results of evaluation of students’ preferences of teacher’s managerial
competencies. The questionnaire for evaluation of preferences of competencies and the AHP model was pre-
pared. Questionnaire for students takes not more than 10 minutes of their time, so students are willing to fill
them. Totally 228 students were interviewed and results show that for students are much more important:

® Way of reading, Form and Content of reading in the group Content and form of teaching.
® Communication skills, Way of speaking, and Ability to improvise in the group Personality of the teacher
®  Way of solving problems in the group Organisation of lecture.

® Innovative educational methods which are more preferred to classical methods.
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Agent-based model for comparison

of aircraft boarding methods
Richard Cimlerl, Eva Kautzkéz, Kamila Oléeviéové3, Martin Gavalec”

Abstract. Airline companies need effective boarding methods. Steffen and Hotch-
kiss compared five boarding methods using real simulation, i.e. experimenting with
passengers-volunteers and the realistic model of aircraft. They focused on methods
that require arrangement of passengers at the gate. We explored the same boarding
methods using agent-based computational model and we have suggested a new
method which reduced the boarding time significantly. The influence of the percent-
age of late or unarranged passengers on the total effectiveness of the boarding proc-
ess was discussed as well. Our model enables experimenting with various scenarios
and parameters’ settings such as the number of passengers, the ratio of passengers
carrying luggage, the size of the plane etc.

Keywords: agent-based model, aircraft boarding, NetLogo, simulation

JEL Classification: L93, C63
AMS Classification: 90B06, 68M20

1 Introduction

Airports are designed to serve millions of passengers per year. The continuity and accuracy of arrivals and de-
partures is influenced by numerous factors. The efficient boarding procedure is one of them. Agent-based simu-
lation is a useful tool for modelling and exploring dynamic system with interacting individuals. We decided to
apply agent-based modelling and simulation to test five boarding methods from [4] together with several new
methods we have designed.

The organization of the rest of the paper is as follows. The aircraft boarding methods are analyzed in chap-
ter 2, the NetLogo agent-based model is presented in chapter 3, the experiments are described in chapter 4 and
the achieved results are summarized in chapter 5.

2 Aircraft Boarding Methods

The airport boarding is a queuing problem: passengers enter the aircraft one by one, look for their seats, stow
their luggage to the box above the seats and sit down. Most airlines use assigned seating, i.e. passengers cannot
change seat numbers that are printed on their boarding tickets The queue of the passengers in front of the aircraft
is not organized (except the preference of the first class, mothers with children, or elderly). Numerous obstruc-
tions appear during the boarding process when passengers with the window seats ask passengers from the middle
and the aisle seats to get up or multiple passengers put their baggage to the same box etc. These interferences
result in delays. The problem of the boarding optimization was analyzed e.g. by Lawson who focused on unas-
signed seating and suggested to use smart swarm concept and ant-based algorithms [2].

Other approaches are based on arranging passengers before entering the aircraft. These methods were ex-
plored by Steffen and Hotchkiss whose article [4] inspired us. Steffen and Hotchkiss simulated the boarding
process with 72 passengers-volunteers and the airplane with 12 rows of six seats and a single central aisle. The
objective of optimization was to decrease the number of obstructions, i.e. reduce collision of passengers at the
aisle and eliminate the waiting time.
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We focused on 6 methods:

® Random — all passengers are boarding together, without specific order. This method corresponds to the tradi-
tional boarding process.

e  Wilma (windows — middle — aisle) — all passengers seated at the windows are boarding in the first group,
followed by the middle seats group and the aisle seats group. Inside the group passengers are ordered ran-
domly, therefore there are no seat interferences (situations when aisle or middle seat is occupied before than
the window seat), but many aisle interferences.

®  Back-front — boarding from the back to the front of the aircraft. Passengers seated at the windows are board-
ing first, followed by the middle and the aisle seats. This method eliminates seat interferences as well as
some aisle interferences.

® Blocks — boarding in four-row blocks. The back four rows are the first boarding group, followed by the front
block and finishing with the center four rows block. The order of passengers in the block is random. General-
ly, the size of blocks is optional. The optimal number of blocks depends on the length of the aircraft. The
number of rows in the block relates the number of seat interferences and aisle obstructions.

e Steffen — adjacent passengers in line are sitting two rows apart from each other in corresponding seats (e.g.
12A, 10A, 8A, 6A, etc.). This method attempts to eliminates seat interferences and, as much as possible, aisle
interferences while allowing multiple passengers to stow their luggage simultaneously (see Fig. 1).

® Kautzka 3 — our combination of three principles: Wilma and Back-front and parallel luggage stowing (see
Fig. 1). The method is designed to eliminate both seat and aisle interferences. Our method is also trying to
avoid splitting pairs of passengers sitting next to each other — families or colleagues who travel together.
More detailed information and our other innovated methods are described in [1].

Front Front
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11 Z 21|22 10] 9
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Figure 1: Steffen (left) and Kautzka 3 (right) boarding method

The authors of the Steffen method expected that this is the fastest boarding method for airplanes with one en-
trance and one aisle. Although they did not consider seat interferences, their real simulation results confirmed
their expectation. The boarding times were approximately 3.5 minutes for Steffen method, over 4 minutes for
Wilma and Random, 6 minutes for Back-front and nearly 7 minutes for Blocks [4].

Steffen and Hotchkiss could not repeat the real simulation several times and they used only a single setting of
parameters (i.e. total number of passengers, number of passengers with/without bags and/or roll-abroad carry-
ons). The main problem is that passengers were volunteers and hired actors. Stress, fatigue and other factors does
not affect passengers’ behavior in the same way as real passengers at airports. Steffen and Hotchkiss’ experi-
mental result surely differs from reality in absolute values of boarding times, but the proportion between board-
ing methods is probably the same also for other settings of parameters.

The boarding methods could be compared in relation to the length of the plane, too. The more rows of seats,
the longer boarding process is and the more significant impact of the proper boarding method. In case of the
Steffen method the total time grows linearly. The Wilma method and the Random method are less efficient in
longer planes because of the unequal distribution of passengers stowing luggage in parallel.

Our objective was to verify the ratios of boarding times from [4]. Moreover we focused on testing the follow-
ing hypotheses: (a) Random boarding is not significantly slower than Wilma method, (b) Blocks boarding is
slower than Wilma, Random and Steffen methods. Here we expected the impact of different usage of the aisle
when stowing baggage. Wilma, Random and Steffen methods distribute passengers uniformly along the plane,
while in Blocks method passengers from the same group obstruct each other.
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3 Model in NetLogo

A model is a schematic description of a system, theory, or phenomenon that accounts for its known or inferred
properties and may be used for further study of its characteristics. Our agent-based boarding model is built to
enable comparing different boarding methods, especially the methods based on specific arrangement of passen-
gers when entering the aircraft. The key element of the agent-based model is an agent, autonomous entity with
its behavior and properties that operates in the environment. Here the movable passenger-agents correspond to
passengers, while the plane is represented by luggage-agents and the environment. The objective of the agent is
to move though the plane to the assigned seat. The sharable description of the model according the standard
Overview-Design-Details protocol [3] is presented in [1]. The model was implemented in NetLogo 5.0, a pro-
grammable modeling environment well suited for modeling complex systems developing over time [5]. The
interface allows modification of parameters of the model and performing experiments (Fig. 2).

Interface | Info | Code

AL A=l B | G
ﬁﬂ

w; geence i
e -

Gy & o 67

Figure 2: Model interface

Basic assumptions of the model are the same as Steffens’ and Hotchkiss’ in [4]:

The plane is fully occupied.

Each passenger-agent moves independently (the parent-child pairs are not taken into account).

The proportion of passengers with luggage is optional.

All passenger-agents with luggage require the same luggage space.

Two back-to-back passengers can stow the luggage in parallel (the time depends on the value of the luggage-
delay parameter setting).

General parameters of the model are:

Boarding method — selection list with 6 possible methods,

Use-random-seed and Random-seed-value — switch and slider used for optional repeated runs of simulation
the with the same setting of the random number generator,

Passengers-with-luggage — slider for setting the probability of having luggage (for each passenger-agent),
Delayed-people — slider for setting the probability of being late (for each passenger-agent),
Luggage-loading-time — slider for setting initial number of ticks necessary for stowing the luggage,
Luggage-delay-coef — slider for setting the increase of waiting time for interferencing passenger-agent,
Aisle-crossing-speed — slider for setting the speed of passenger-agent passing other passenger-agent in the
aisle,

Seat-crossing-speed — slider for setting the speed of passenger-agent passing other sitting passenger-agent.
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Passenger-agents have got following parameters:

Row number

Seat number

Sitting — true/false value that indicates whether the passenger-agent is already sitting

Moving — true/false value that indicates whether the passenger-agent can move at the moment
Waiting — the number of ticks the passenger-agent waits at the same place

Luggage — true/false value that indicates whether the passenger-agent has got a piece of luggage
Luggage-time — the number of ticks necessary for stowing the luggage

Turn — the ordering number

The NetLogo environment is the grid of patches. The movement of agent is expressed as modification
of [x,y]-coordinate in the grid. In the model the passenger-agent moves zero or one patch per tick of the model
clock. The agent tests the patch ahead before making the movement and he cannot access the occupied patch
(except passing other stowing or sitting passenger-agent, when these options are allowed).

Four types of interferences of passenger-agents are possible:

The passenger-agent waits because the other passenger-agent blocks the way.

The passenger-agent waits because the other passenger-agent puts the luggage to the shared luggage box.
The passenger-agent has to pass the other passenger-agent stowing luggage.

The passenger-agent has to pass already sitting passenger-agents.

The run of the simulation stops when all passenger-agents are sitting at their seats. The observed value is the
number of ficks of the internal clock before the model stops. Implementation details can be found at [1].

There are few simplifications in our model in comparison to [4]. Steffen and Hotchkiss assumed that every
passenger need free space (width of one seat on each side) while loading luggage. Their Steffen method was
designed to be efficient with respect to this assumption. Our model permits directly adjacent passenger-agents to
stow their luggage with no delay. In case of back-to-back stowing passenger-agents the storing time is extended
according to the current parameters’ setting.

4 Experiments

Multiple experiments with different combinations of use-random-seed, boarding-method, passengers-with-
luggage, delayed-people and luggage-loading-time parameters were performed. Details can be found at [1]. Here
we present two experiments: basic comparison of boarding methods and the measurement of the effect of late
passengers.

4.1 Experiment A — comparison of boarding methods

We run the simulation 200 times for every method to eliminate the influence of the random seed generator. The
mean time (measured in ticks of internal NetLogo clock) is presented in graph (Fig. 3). The Kautzka 3 method is
very fast. This combination Wilma, Back front and Steffen method eliminated all intersections in seats and aisle
and it enabled parallel luggage stowing. Moreover it allowed boarding in pairs, without unrealistic splitting fami-
lies of pairs of passengers.
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Duration of boarding
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Figure 3: Comparison of all methods

4.2 Experiment B — the impact of late passengers

The disadvantage of Steffen, Back-front and Kautzka 3 methods is the expectation of passengers to be punctual
and disciplined outside the aircraft. The next experiment was focused on this aspect. We measured the impact of
late passengers who could not be arranged into their places in the queue. We tested the influence of 0, 10 and 20
percent late passengers. The results are presented in graph (Fig. 4).
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Figure 4: The impact of late passengers

We found that having 10% late passengers, the boarding times prolonged significantly. The Steffen and
Kautzka 3 methods are very sensitive to late passengers. Methods Wilma and Back-front are not so sensitive but
there is still increase of average 15%. As we can expect number of late passengers does not change results of the
Random method. Surprisingly the boarding time for Blocks method decreased if number of late passengers in-
creased. The increasing number of late passengers gradually changes the Blocks method into the Random method
which has better results.

Significant increase of boarding time for Steffen and Kautzka 3 methods is caused by increasing number of
aisle and seat interferences. Already 10% of late passengers worsen results of Steffen and Kautzka 3 nearly to the
Random method boarding time.

5 Conclusion

Agent-based modelling is a powerful tool for the analysis of aircraft boarding methods. Our NetLogo implemen-
tation of boarding model can be extended easily. It is possible to add new boarding methods as well as to change
the size of the plane. We confirmed results of Steffen and Hotchkiss. Moreover we presented an innovated
method Kautzka 3 which improves the Steffen’s method by managing groups of passengers who travel together
(families, colleagues). Theoretically the usage of sophisticated boarding methods can shorten aircraft preparation
for departure. Practically the requirement of precise arrangement of passengers at the gate does not seem to be
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realistic because passengers are not used to it. Designing of serviceable methods of arranging passengers could
be objective of further research.
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Network structures of the European stock markets
Martin Cupal', Oleg Deev?, Dagmar Linnertova’

Abstract. The paper examines changing topological characteristics of correlation-based
network of European stock markets on both national and supranational levels. First, the
problem of how to correctly build a representative correlation-based procedure and
choose a specific filtering procedure for identifying the strongest links is addressed.
Then, network structures are investigated on several datasets, for which the data of
different time intervals and varying frequency are assembled. On a national level, core
stem of stock markets of highly developed countries is found to be stable over time with
French market playing the central role. On the supranational level, stocks are clustered
based on their economic sector, rather than country’s origin. Network modeling of a
stock market proves to be highly useful and powerful tool, since network formulation
could give much insight and understanding on mutual dependence of stocks’ behavior by
simply examining graphic representation of the market.

Keywords: stock markets, cross-correlation networks, network topology
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1 Introduction

Economic and financial integration in Europe led to a higher dependability and connectedness of Eurozone stock
markets. Developments in financial market of any country — member of the European Monetary Union are perceived
by global investors and regulators to highly influence stock markets of other members. But to what degree European
stock markets are interconnected and are there any exceptions to the situation? This problem might be addressed by
analyzing the network topology of stock markets.

Studies of network properties recently gained a lot of attention from researchers with applications of graph theory
widely utilized in biology, sociology, operations research and many other fields of science (for the survey on
applications of network theory see [6]). Basic financial analysis of stock markets could also thrive from this
approach. For instance, correlation analysis of equity returns in financial markets, usually reported in every study of
financial markets in a form of the table of pair cross-correlation coefficients, does not give us a full picture of
connectivity between stocks, but, if represented in the form of graph, could give us an interactive and deep
understanding of the data for further consideration. The question is how to choose statistically significant
correlations and build a network, taking into consideration the full range of information from the dataset.

The aim of our study is to examine changing topological characteristics of correlation-based network of European
stock markets on both national and supranational levels. For that purpose the dataset is assembled from country
indices and market prices of highly capitalized stocks in different time intervals of varying frequency. The study has
a certain practical importance, since it might be utilized for the asset portfolio optimization and the analysis of
financial market dynamics.

2 Methodology and Data

In the majority of studies the analysis of network topologies of financial market is described merely as an instrument
of ongoing financial market research with no final results reported. To build a network of chosen equity markets or
stocks, first, we calculate pair-wise correlations to quantify the degree of synchronization between markets or stocks
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and, second, we employ filtering techniques to determine the most important links from the correlation matrix as
well as layout algorithms to choose the best way to illustrate the results.

The correlation coefficient for each pair of markets or stocks is defined by:
(ry1y) — (i X1;)
pij =
J) = () - %)

where i and j are stock labels, and r are market or stock returns (calculated as logarithm price differences).

Next step is to define a metric that clarifies the distance between markets or stocks synchronously evolving in
time: d; ; = \/Z(Tpu) (formula’s derivation might be find in [8]). The following three properties (or axioms) must
hold:

1) d;;=0if and only if i=j;
2) dy=d;;
3) dij <dj+dyg;.

L] =

A unique way of connection between markets or stocks is specified from the obtained distance matrix by
employing the graph theory’s concept of minimum spanning tree (MST). In a connected graph G = (V, E), each edge
e is given a weight w(e) represented by the calculated metric distance d; ;, and weight of a whole graph, which is
needed to be minimized, is a sum of weights of edges. Hence, MST is a tree having n-/ edges that minimize the sum
of the edge distances. The problem is how to compute a minimal weighted tree, whose edges cover the entire set of
vertices V. MST problem is one of the most studied problems in graph theory, for which several solutions or
algorithms are known, namely the algorithms of Prim [8], Kruskal [5] and Bortivka [2]. Different filtering procedures
could provide different aspects of the time series information. According to several studies (such as [1], [3]), the
filtering procedure based on Kruskal’s algorithm is a straightforward choice.

The MST associated with the subdominant ultrametric distance matrix D can be obtained as follows (here
described in spirit of Kruskal [5]). Let assume that the given connected graph G = (¥, E) is complete, which means
that every pair of vertices is connected by an edge. If any edge of G is "missing", an edge of greater length may be
inserted, and this does not alter the graph in any way relevant to our purpose. Also, it is possible and intuitively
appealing to think of missing edges as edges of infinite length. Among the edges of G not yet chosen, we pick the
shortest edge, which does not form any loops with those edges already chosen. This procedure is performed as many
times as possible. Clearly the set of edges eventually chosen must form a spanning tree of G, and in fact it forms a
shortest spanning tree.

For programming purposes Kruskal’s algorithm should be presented as the following procedure:
Step 1. Create an edgeless graph 7' = (¥, () which vertices correspond with those of G.
Step 2. Choose an edge e of G such that (1) adding e to 7 would not make a cycle in 7 and (ii) e has the minimum
weight w(e) of all the edges remaining in G that fulfill the previous condition.
Step 3. Add the chosen edge e to graph T.
Step 4. If T spans G, procedure is terminated; otherwise, the procedure is repeated from Step 2.

Obtained scale-free graph 7 = (¥, E') in a form of a hierarchical tree represents the network of most important
correlation-based connections of equity markets or stocks. Vertices or nodes symbolize different time series (or in
our case index or stock returns) and are connected by edges or arcs with a weight (thickness of the edge) related to
the correlation coefficient between two indices’ or stocks’ returns.

The majority of empirical studies exploit US market data to investigate network topologies of financial markets.
We consider financial market of the Eurozone countries to be a perfect experiment field for our network study, where
all usual limitations in the studies of stock markets are not presented. Trading hours of studied stock exchanges are
synchronized with the same opening and closing hours (with few exceptions for the smallest stock exchanges).
Transactions are made in one currency - euro, so this not imposes additional restrictions on the model specification
due to exchange rate fluctuations.

Our empirical analysis is based on four datasets of different time horizons for 17 indices, representing all
members of the European Monetary Union (major stock market characteristics are summarized in Table 1):
— one-year daily data of stock indices’ prices from April 1st, 2011 till March 30th, 2012;
— intraday 30-minute data of stock indices’ prices from March 1st, 2012 till March 21th, 2012;

-80 -



Proceedings of 30th International Conference Mathematical Methods in Economics

— intraday 5-minute data of stock indices’ prices for March 16th, 2012;

— intraday 30-minute data of prices for 300 highly-capitalized stocks from March 1st, 2012 till March 21th, 2012.

Number Market Market Market Market Market
Tick symbol Country of listed  capitalization, capitalization turnover, turnover as liquidity,
stocks mln. US$ as % of GDP mln. US$ % of GDP %
ATX Austria 73 82373,8 17,9 38 725,0 12,7 51,6
BEL20 Belgium 158 229 895,9 57,4 107 236,0 23,7 42,9
CYSMMAPA Cyprus 117 2 853,2 29,5 484.5 2,7 10
TALSE Estonia 15 1611,2 11,8 2433 1,7 12,6
HEX25 Finland 121 143 080,7 49,6 174 349,5 42,8 133,5
CAC France 893 1568 729.,8 75,3 1474 235,4 57,3 84,3
DAX Germany 670 1 184 458,6 43,6 1758 185,2 42,8 134,5
FTASE Greece 275 33 648,2 24,1 24712,0 14,3 46,5
ISEQ20P Ireland 48 35362,6 16,3 15 6473 8,1 423
FTSEMIB Italy 287 431 470,8 15,4 887 454,0 26,2 236,8
LUXXX Luxemburg 31 67 625,0 189,6 122,7 0,3 0,14
MALTEX Malta 20 34242 29,1 48,8 0,3 1,7
AEX Netherlands 108 594.731,6 84,8 554 302,9 76 88,3
PSI20 Portugal 46 61 687,7 35,8 36 143,9 13,7 50,3
SKSM Slovakia 81 4736,3 4,8 4525 0,2 10,2
SBITOP Slovenia 66 6 325,6 20,1 512,1 0,6 6,5
IBEX Spain 3241 10309514 83,3 1419 228,6 96,7 128,9

Sources: Bloomberg; The World Bank (World Development Indicators)
Table 1 Major stock market characteristics of EMU countries at the end of 2010

Datasets are gained from Bloomberg, where, unfortunately, high-frequency observations for the smallest EMU
stock markets (Malta, Luxemburg, Slovakia) are not reported; however, this could not influence the overall analysis.
We believe that the analysis of the chosen datasets allows us to capture trading patterns in the most recent market
situation from long-term, middle-term and short-term perspective, with the monetary union facing its first stability
problem.

3 Results and Discussion

Network is a time-dependent arrangement, but it maintains on a considered time scale a basic structure that exhibits a
meaningful economic taxonomy, which is of a main interest to our study. Figures 1 and 2 illustrates the minimum
spanning trees of EMU stock markets, obtained by the filtering procedure of pair-wise correlation coefficients of
index returns time series computed at 1-year time horizon (with the interval of one day), 3-week time horizon (with
the interval of 30 minutes) and 1-day time horizon (with the interval of 5 minutes). Each circle or vertex represents a
stock market labeled by its tick symbol used in Bloomberg. Use of different time horizons allows us to investigate
modifications of the network’s hierarchical organization.
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Figure 1 Minimum spanning tree of EMU stock markets from the long-term perspective
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Eurozone stock market is perceived as a united market with no stable segmentation. Network’s line thickness
highlights the significance of four biggest European financial markets: French, German, Italian and Spanish (Table
1), to which all other markets are connected. French stock market plays an unexpectedly central role in the dynamics
of the Eurozone financial market, when usually the main attention of investors and regulators is paid to the German
market as the representative of the European biggest economy. It does not mean that French market acts as a
situation-making player, but because it is the main transmitter of shocks to other markets, it signifies the overall
financial situation in the Eurozone.

Markets with small capitalization and lowest market liquidity (Greece, Cyprus, Estonia, Malta, Luxemburg,
Slovenia, Slovakia) demonstrate lowest degree of connectivity to other markets. It possibly highlights the illiquidity
of European smallest financial markets, which might be concluded as yet another indicator of their inefficiency.
Consolidation of such stock exchanges could raise the weight of small economies’ financial system in the European
context and became an additional impulse for their development (for example, the emergence of Central and Eastern
European Stock Exchange Group with the leadership of Vienna Stock Exchange).

Addressing the differences in market topology from different time interval perspectives, we see the stability of its
core stem “Frankfurt — Paris — Milan — Madrid” markets, however, appearing in different order with the French
market still being a central “hub”. Dutch and Belgian stock markets also play a crucial role in the studied group and
should not be overlooked in the process of portfolio optimization or policy making.

Evidently, the intensity of market activities on the stock exchange determines the degree of connectivity
(statistical significance of the correlation coefficients) of this market to others, when less liquid markets show lesser
connectivity due to lesser amount of stocks traded on those markets. Otherwise, it indicates that the dynamics of
small stock markets could not match the dynamics of “the biggest four”. Thus, to analyze the dependability of the
European less-capitalized markets, longer time intervals should be considered.

TALSE
TALSE é
!KSM SI120
AEX
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Figure 2 MSTs of EMU stock markets from the middle-term (on the left) and short-term (on the right) perspectives

Analysis of interconnectedness between European stocks sheds the light on whether investors perceive the
financial market of the European Monetary Union as a whole or still by its country counterparts. Figure 3 visualizes
dependences in a network of about 300 most tradable and highly capitalized stocks in the 17 stock markets,
representing all members of the EMU. In most cases, groups of stocks are homogeneous with respect to their
economic sector, rather than country’s origin. Therefore, the equity market of the European Monetary Union is seen
as a truly integrated supranational market. Network of the portfolio of stocks does not coincide with the network of
the European stock exchanges.

According to the position of stocks in the network and number of links, the main stem of the tree comprises
mainly financial and construction companies (such as Deutsche Bank, Allianz, BNP Paribas, Vinci, Saint-Gobian).
Minimum spanning tree clearly exhibits clustering of assets’ correlation, where same-class assets are assembled. The
biggest clusters, playing the central role in the market dynamics, represent European most developed economic
sectors, such as banking, insurance, construction, high-technology, chemical and automobile industries.
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Financial network also emphases the anomalies in the time series. Deviations from the observable structure gave
valuable information that is displayed in vertices’ distancing or their complete detaching. Finnish stocks form the
biggest group of distanced vertices. Subtree of Finnish stocks signifies lower degree of connection and integration to
other EMU markets, than it was captured by the network of stock indices. This is a clear opportunity for portfolio
diversification, supported by the proper market liquidity ratio and growing market capitalization of the Finnish
market. As for detached vertices, stocks of illiquid markets previously established, such as Slovakia, Slovenia and
Luxemburg, are found on the edge of the tree.

Figure 3 Minimum spanning tree of 300 highly-capitalized European stocks

Investigation of stock networks in other time horizons (not reported here, but available on request) leads to
similar results with comparable market segmentations. However, for the purposes of portfolio optimization and
policy making network analysis should be conducted on a regular basis.

4 Conclusions

Analysis of stock market topology is a powerful tool to filter meaningful information from correlation coefficient
matrix and capture market dynamics, if implemented over time. Network build as a minimum spanning tree allows
exploration and monitoring of large-scale dependence structures and dynamics of financial markets in a more
interactive way. But we should be also aware of the shortcomings of the approach. The main limitation comes with
the sampling time intervals used for the building of the network, which affect the topology of a correlation based
network (the problem is deliberately discussed in [1]). On the other hand, this limitation could also be seen as a
method of illustrating the complex process of the price formation occurring in financial markets.

For the analysis of the European stock market, the topological properties of the network of stocks should be
considered, since it provides deeper understanding and closure to the market structure and connectivity between
counties’ markets, while also revealing certain market anomalies.

In this paper, the most common method of assets’ dependability (cross correlation) was chosen to illustrate the
usage of network theory for the analysis of financial markets. However, we believe that more robustness results
could be achieved if network structures would be drawn on connections obtained by volatility-based cross
correlations or results of the cointegration analysis. Moreover, characteristics of the network topologies could be
utilized to validate or falsify widespread managerial models.
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Comparison of recursive parameter estimation and
non-linear filtration

Jan Capek!

Abstract. The contribution compares and contrasts the results of time-
varying parameters estimation pursued by two methodologically different ap-
proaches, all in the context of a DSGE model. The original results [3] were
obtained by the so-called recursive, rolling and “first observation” analysis.
The novel methodology uses Unscented Particle Filter to filter trajectories of
time-varying parameters.

The comparisons are presented on the case of three parameters of a DSGE
model, which demonstrate a match in the evolution of the parameter estimates.
Recursive impulse response functions are compared on two cases, which also
match.

Although not all of the results obtained from two different methodologies com-
pletely match, the most important parameter changes are similarly captured
by both approaches.

Keywords: Unscented Particle Filter, recursive analysis, time-varying param-
eter, DSGE model, impulse response function

JEL classification: C32, C52, E32, E43, E52, F41, F43
AMS classification: 91B51, 91B64

1 Introduction

The contribution compares and contrasts the results of “time-varying parameters estimation” pursued by
two methodologically different approaches, all in the context of a DSGE model. The text virtually follows
last year’s contribution Capek [3] and verifies its results by an analysis that follows different methodology.

The motivation of the original research was to identify possible structural changes which could demon-
strate itself as a changes in (structural) parameters. In order to conduct sensitivity analysis to the method
used in the original research [3], this contribution offers a brief verification by fundamentally different
state-of-the-art method.

The model — which is not introduced due to the lack of space — is a small-scale Small Open Econ-
omy (SOE) New Keynesian Dynamic Stochastic General Equilibrium (DSGE) model with 7 observable
variables. For the description of the model, see Lubik and Schorfheide [7] for very similar model.

2 Different methodologies of time-varying parameters estimation

This section offers a brief introduction to two methods that were used to estimate time-varying parameters
in the small scale Dynamic Stochastic General Equilibrium (DSGE) model at hand.

2.1 Recursive, rolling and “first observation” analysis

Original results that are to be verified are in Figures 1, 2 and 4. These figures depict results of the
so-called “first-observation”, recursive and rolling analysis. All of these methods proceed from Bayesian

IDepartment of Economics, Faculty of Economics and Administration, Masaryk University, Lipova 4la, 602 00 Brno,
e-mail: capek@econ.muni.cz
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estimation of time-invariant parameters. To detect tendencies of fixed parameters to change, a number
of estimations are conducted — each on a different sample of the same data set.

For example, adding one extra observation to the data set and re-estimating the whole model could
show us that some parameters are different than the original estimates, whereas others are not. Parameter
estimates that are still the same with no influence of changing time sample can be considered as time-
invariant by nature. On the other hand, if the estimate of a parameter changes as the data sample
changes, such parameter is time-variant.

In order to conduct the analyses in a systematic way, there are three types of estimations: the most
frequent in the literature® is the so-called recursive analysis. This analysis adds one-by-one more data
point to the original data sample. After adding each data point, the model is re-estimated and the results
stored. This type of analysis therefore detects the changes of parameters connected to the new data.

Second — still frequent in the literature — analysis is the so-called rolling analysis. This analysis deals
with the problem of growing size of the data sample by discarding the oldest data point each time a new
data point is added to the sample. Rolling analysis is therefore conducted on a sample of fixed length.

The last analysis — that is quite infrequent in the literature — is an analysis that detects changes of
the parameters when the oldest data points are discarded. The working title of such analysis is “first
observation” analysis since first observations are discarded one-by-one from the data sample.

All in all, the advantages of the described approach are that it detects gradual as well as sudden
changes and that it detects changes in any part of the data sample (the beginning and the end included).
Also, all of the parameter estimates are consistent with the DSGE system since all of the estimates are
the results of a Bayesian estimation. However, there are also drawbacks connected to this approach. The
most prominent drawback is that — by nature — each estimation treats parameters as fixed. Therefore,
the optimizing agents in the economy are not aware of the time-variant nature of the parameters and in
each estimation.

2.2 Nonlinear filtration with Unscented Particle Filter

The new state-of-the-art method that is used to verify the results of a former research in Capek [3] has
an advantage that the parameters are filtered as truly time-variant.

The method also proceeds from Bayesian estimation but then it filters selected parameters as time-
variant with Unscented Particle Filter (UPF). See Ferndndez-Villaverde and Rubio-Ramirez [5] for theo-
retical background of full-fledged non-linear estimation of time-variable parameters, Tonner et al. [8] for
application on the Czech data and Lis¢insky [6] for the implementation used in this contribution. The
time-variant parameters are modelled by the TVP process

pary = Pparpari—1 + (1- ppar)parss + efara parg = paTSS (1)
where par, denotes the evolution of the parameter in time ¢, 0 > ppq» > 1 is the persistence parameter of
the TVP process, par®® is the steady-state value of the TVP process and ¢/*" is the shock to the TVP
process.

The persistence of the TVP process is controlled by the parameter pp,,. Considering extreme values,
if ppar = 0, then the TVP process collapses to par; = par®® + /" and the process is therefore a noise
around the steady-state value with no persistence. For the other extreme, consider ppq, = 1 in which
case the process is par; = par;_1 + ", which is random walk with no consideration for the steady-state
value. The closer is ppqr to 0, the lower is the persistence of the process and the higher is the relevance
of the steady-state value.

3 Comparisons

In order to conserve space, this section presents the verification of only those parameter estimates that
exhibit the most significant changes as reported in Capek [3] and also compares the recursive impulse
response results that demonstrate interesting changes in model behavior.

1See e.g. Canova [1] for the use of recursive and/or rolling analysis and Clarida, Gali and Gertler [2] for what is similar
to the so-called “first-observation” analysis.
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3.1 Parameter estimates
First example of the comparison concerns parameter h, which is habit persistence in consumption. Fig-
ure 1 displays the results of previous research by recursive and rolling analysis. All of the estimates show

a decline of the parameters in the beginning of 2009. Therefore, the onset of economic crisis is associated
with lower consumption smoothing by households.
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Figure 1: Results of recursive and rolling analysis focused on the end of the series. Case of habit
persistence in consumption h.

As for the estimates of h with UPF, is is depicted in the left-hand panel of Figure 3. The estimation
with UPF shows a decline in h earlier (than in 2009) and shows also a more significant drop in the
parameter. The UPF estimate drops to some 0.45, whereas recursive and rolling estimates (see Figure 1)
drop to just 0.65. The fact that households tend to smooth less their consumption during recession was
strongly indicated by original analysis Capek [3] and is concurred by filtration with Unscented Particle
Filter.
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Figure 2: Results of recursive and rolling analysis focused on the end of the series. Case of the persistence
in the growth rate of the world-wide technology shock pz.

The second example concerns a parameter that also changes very prominently according to recursive
and rolling analyses. The parameter represents the persistence pz in the growth rate of the world-wide
technology shock z; such that z; = p,z;—1 + €.+ The role of the shock is that it hits both model
economies in the same manner, i.e. it is symmetric. Greater speed of technology progress therefore helps
both economies and, on the other hand, slower speed of technology progress slows both economies down.

As Figure 2 shows, the recursive and rolling estimates exhibit a major rise in the parameter in the
beginning of 2009. The parameter jumped from some 0.3 to some 0.5 and then it gradually declines.
The estimation of the same parameter with UPF is depicted in the middle panel of Figure 3. Contrary
to the previous case of h, the change is far less apparent in the UPF estimation than in the recursive
and rolling estimates. The rise in the UPF estimation is “just” from 0.5 to 0.56. However, the fact that
the persistence of the growth rate of world-wide technology shock rises in the beginning of the economic
crisis is again apparent in both approaches.
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Economic interpretation of this parameter change is not trivial.? In short, in the time-period in
question, which is the beginning of 2009, there were large negative world-wide technology shocks and the
increased persistence of its growth rate helped the model to explain the magnitude of the crisis.

h; TVP =only h n
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Figure 3: The estimate with UPF of habit persistence in consumption h (left-hand panel), the estimate of
the persistence in the growth rate of the world-wide technology shock pz (middle panel) and the estimate
of the elasticity of substitution between home and imported consumption goods 7 (right-hand panel).
Grey area = 95% bands.

The third example addresses a shift in a parameter that was identified in the beginning of the series
and the selected parameter is the intratemporal elasticity of substitution between home and imported
consumption goods 7. Figure 4 shows the so-called “first observation” and rolling estimates. Please note
that® this figure has the date of first observation on x-axis. Since the analysis is focused on identifying
the consequences of discarding data points from the beginning of the series, such depiction is natural.
The estimates in Figure 4 show that discarding observations for years 1998-2001 from the data sets
unambiguously raises the elasticity of substitution n. In these years, also the estimation with UPF in
the right-hand panel of Figure 3 exhibits a rise.* In estimates by both methods, the change in the point
estimates is quite big: Original analysis (in Figure 4) indicates a rise from 0.2 to almost 1, whereas the
filtration with UPF (see Figure 3) shows a rise from steady-state value 0.6 to 1.
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Figure 4: Results of “first observation” and rolling analysis focused on the beginning of the series. Case
of intratemporal elasticity of substitution between home and imported consumption goods 7.

Although these examples showed that there is broad similarity of the estimates, it is certainly not the
case of all parameters. So far, the observation is that for the parameters with major (and statistically
significant) changes, both methods concur. In cases of minor changes, the methods report in some cases
different results.

3.2 Recursive impulse response analysis

Changing parameter values do not automatically mean changing behavior of economic system since the
movements of parameter values may offset each other. Towards this end, it may be interesting to conduct
impulse response analysis in a recursive manner to find out if the behavior of the system changes or not.

2See Capek [4] for more in-depth explanation.

3in contrast to more usual depiction in Figures 1 and 2.

4Please note that Figure 4 and 3 both depict a different time frame but the time span of interest (1998-2001) is in both
figures.
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IRF - Foreign output growth rate to foreign monetary shock IRF - Domestic output growth rate to world-wide technology shock
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Figure 5: Recursive impulse response functions; parameter values filtered by UPF. Left panel: The shock
is to foreign monetary rule (by 0.12). The variable where the shock is observed is foreign output growth.
Right panel: The shock to the growth rate of the world-wide technology (by -0.81). The variable where
the shock is observed is domestic output growth. Highlighted = 1Q2009.

This section presents two selected recursive impulse response functions which are compared. Figure
5 presents results from recursive impulse response analysis that uses parameter values filtered by UPF.
Figure 6 displays results for the same shocks on the same variables, but the parameters of the system
were estimated by Bayesian techniques during recursive analysis.

First example — placed in the left-hand panels in both figures — is a reaction of foreign output growth
to a shock to foreign monetary rule by 0.12. Both figures naturally exhibit a negative reaction of output
growth to a monetary shock. Moreover, in both figures there is apparent drop of the impulse response
function in first quarter of 2009. Although the persistence of the change is different in the two cases, the
evolution of the impulse response functions is very similar considering that the results are acquired form
completely different methodologies.

Another example depicts a reaction of domestic output growth as a result of a shock to the growth
rate of world-wide technology. Since the shock is negative (by -0.81), the reaction of output growth is
naturally negative as well. The dynamics of change is different in this case. Figure 6 displays a drop in the
IRF in the first quarter of 2009 and exhibits greater reaction (than pre-1Q2009) even in the subsequent
quarters. On the other hand, Figure 5 displays only slightly more severe reaction of the output growth.
Although the severity of the changes is different, again, the fact that the crisis period displays greater
reaction holds for both approaches.
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Figure 6: Recursive impulse response functions; parameter values estimated by Bayesian techniques. Left
panel: The shock is to foreign monetary rule (by 0.12). The variable where the shock is observed is foreign
output growth. Right panel: The shock to the growth rate of the world-wide technology (by -0.81). The
variable where the shock is observed is domestic output growth. Highlighted = 1Q2009.
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Needless to say, even in recursive impulse response analysis, there are some impulse response functions
that behave differently in the two approaches, but the number of similar impulse response functions is
fairly high.

4 Conclusion

Due to the limitation to the extent of the contribution, only most prominent results of the comparison
were introduced. Section 2 briefly introduced competing methodologies that were in section 3 used to
estimate time-varying parameters and compare the results.

Section 3 introduced three parameters that were by the original research suspected to be time-varying.
Two of the parameters changed during recent economic recession and one of the parameter change is
associated with transformation period in the beginning of the data sample. The changes of the parameter
captured by the two different methods are very similar.

Also, recursive impulse response analysis results show that the changes in the behavior of the economic
system are similar when simulated with parameters obtained by filtration by Unscented Particle Filter
and by Bayesian estimation.

To conclude, filtration with Unscented Particle Filter provides very interesting results which in many
aspects correspond to the results of recursive analysis. The results obtained by Unscented Particle Filter
are very promising and further research with this tool will no doubt be fruitful.
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Note on Optimal Paths for Non-Motorized

Transport on the Network
Anna Cernd', Jan (Vjern}’/2

Abstract. The paper presents decision problems concerning the design of routes for
non-motorized leisure transport, e.g. cycling or hiking, on the given network. We
assume that the network is represented by a non-oriented graph. Three figures are
given for each edge of the graph: construction cost, transit time and measure of
attractiveness to users. Moreover, the attractiveness measure is defined for each
vertex of the graph as well. The problem is to find a path with the duration not
exceeding the given limit, maximizing the attractiveness and minimizing the
construction cost. The paper describes several alternatives of solution of this two-
objective problem.

Keywords: subnetwork, optimal, passenger transport, accessibility, cost.
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1 Introduction

The main purpose of the paper is to propose mathematical models and methods to support decision making on
the choice of economically and ‘culturally’ optimal route for leisure cycling or hiking (but not both) between two
network nodes.

These topics belong to the network economy theory. This scientific field contains two main directions: The first
one studies networks of mutually interacting institutions and enterprises, as presented e.g. in the interesting
books [5] and [8]. The second direction seeks for economically optimal telecommunication and transport
network, see e.g. [14] and [11].

Our problem falls in the family of network reduction problems, namely the ones looking for a subnetwork of
the given network. One can mention papers studying similar problems. The paper [6] looks for the maximum
planar subgraph of the given graph G or [4] and [9] look for a k-edge connected spanning subgraph which
minimizes the edge costs for the given k> 0 and similar can be found in [7] and [2] .Minimization of the costs of
edges are dealt in [13] or [1] . Other papers seek for maximum cost subgraphs, see. [15] and [1].

As one can see from this survey, no paper from the abovementioned ones deals with non-motorized
transport, neither serving for the commuting to work or school, nor for leisure. Therefore, the main contribution
of this paper is the formulation of typical problems of leisure cycling and hiking routes design and the
presentation of methods solving these problems.

The basic difference between cycle or hiking path for the commuting and the one for leisure ride/walk is that
for the trip to work the shortest path is chosen, while for leisure the most attractive route of given yardage (or
time) limit is preferred. Note that we use the term ‘path’ in the sense of ‘simple path’, which does not pass any
intermediate node (=vertex) twice. We use the term ‘route’ when such multiple passing through vertices or edges
is allowed. Even though we shall look for leisure routes, leisure (simple) paths are not a priori excluded.

Assume that there are two terminals of rail or bus transport v, and vz. Moreover, suppose that these terminals
belong to the vertex set V of the given ‘candidate’ undirected graph G = (V, E, a, c, ?) for either leisure cycling,
or hiking, but not both, where:

E is the edge set, each edge e € E represents a ‘candidate’ of transformation into the state suitable for leisure
hiking or cycling traffic,

a is a non-negative function on the set E U V, a(v) and a(e) expressing a ‘leisure attractivenes’ of visiting the
vertex v € V or the edge e € E respectively, specially a(vy) = a(vg) =0,

! University of Economics in Prague, Faculty of Management, JaroSovska Street 1117/11, 37701 Jindfichtiv
Hradec, cerna@fm.vse.cz.
? University of Economics in Prague, Faculty of Management, Jaro$ovské Street 1117/I1, 37701 Jindfichtv
Hradec, cerny@fm.vse.cz.
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c is a positive function on the set E, c(e) expressing the cost of transformation the edge e € E into the state
suitable for leisure hiking or cycling traffic.

t is a positive function on the set E, c(e) expressing the passing time through the edge e € E for leisure hiking
or cycling.
2 Optimization Problems

Problem P1: Let G = (V, E, a, c, ) be the given graph, defined as above. Let v4 € V, vg € V be given
vertices of G. Let 7> 0 be a time limit for the duration of the trip. The problem is to find a path p =( v, = vy, vy,
...y V; = Vp) such that

P1.1: «(p) = t(vy, v1) + (v, V1) + ... +t(V,u, V) S T
P1.2: c(p) = c(vo, v1) + c(vg, V1) + ... + c(v,_1, V,) = min
P1.3: a(p) = a(vy, v1) + a(vy) + a(vy, vi) + a(v2) + ... + a(v,_) + a(v,_;, v,) = max

Problem P2: Let G = (V, E, a, c, t) be the given graph, defined as above. Let A € V, B € V be given vertices
of G. Let 7> 0 be a time limit for the duration of the trip and let ¢ € (0, 1) be an attractiveness reduction factor.
The problem is to find a route r = (v4 = vg, vy, ..., v, = vp) such that v,y #v; fori=1, ..., n and

P2.1: t(r) = t(vo, vi) + t(vy, Vi) + . + t(V,ey, V) S T
P2.2: c(r) = c(vy, v1) + c(vg, V1) + ... + ¢c(V,_1, V,) — min.

P2.3: a(r) = a(vo, vi) + @v)a(vy) + @v)(vi, vo)a(v, vi) + @vo)a(va) + ... + @v_)a(Vu—1) + @i, vi)a(v, i,
V,) — max.

I
S}

There Av;, viy;) = 1 if the route r passes through the edge (v;, v;y;) for the first time and a(v;, viy1) =
otherwise, and similarly a(v;) = 1 if the route r passes through the vertex v; for the first time and o(v;)
otherwise.

I
R

Although the problem P1 is a particular case of the problem P2, we shall deal with both since they possess
different methods of solution.

Note: We use the term ‘path’ when no vertex is contained more than once in the sequence. If the multiple
occurrence of vertices is allowed in the sequence, then we use the term ‘route’.

We see that both problems are bicriterial, where the first criterion expresses economic aspects, the second
one shows the leisure attractiveness. Theoretically, all known approaches of multicriterial analysis can be
applied here but the current Czech situation leads to the applications where limited funding plays the dominant
role. Therefore, we suppose a cost limit ¥is given and both requirements P1.2 and P2.2 are reformulated to the
form:

P1.2’=P2.2°: ¢c(r) = c(vy, v1) + c(vo, V1) + ... + c(V,_1, v,) £ ¥ (r=p in the case of P1.2")
and then we shall speak about the problems P1’ or P2’ respectively.

The attractiveness function a is of a combined type, i.e. it is defined as for the edges as for the vertices of the
graph. This may cause complication in the solution of the problems. Therefore, we define a new graph with
extended vertex and edge sets G” = (V”, E”, a, ¢, 1), where

V=(Vu {V:ive V,aW)>0}u {V:ve V,aw)>0}) - {ve V:a@)>0} M
E={(V,viveVIu{w:ve Viwe V’,(v,w)e E} U

u{mw)ve ViweV,v,we EJu{(v,wH:ve Viw’e V/, (v,w) € E} U @)
u{, w)veVvViweV,wv,we E}Ju{(,wihvVeViw’eV,(kv,w) e E} U
u{iwd:v7’e ViwCe V7’ (v,w) € E}

Moreover, if we define the symbol s as one of the possibilities: single quote (') or double quote (”) or empty
space (), then we put

a(v',v)=a()foreachv € V” and a(V', w') = a(v, w) for each (', w’) € E” (€)
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c(v,vy=0foreachv' € V” and c(v’, w’) =c(v, w) for each (), w’) e E”w #v “)
(v, vy =0foreachv € V” and (', w') = 1(v, w) for each (', w') € E”, w =v ®)
a(w)=0foreachwe V” (6)

Let r = (v4 = vy, vy, ..., v, = vp) be s route on the graph G, such that v,_; # v; for i = 1, ..., n. Then we define the
image "= f(r) on the graph G” by replacing of each vertex v;, having the property a(v;) > 0, by a pair v;’, v,”.

Lemma 1: fis one-to-one mapping of paths from the graph G onto the ones from G” preserving values of the
functions a, ¢, and ¢.

Proof: It is obvious that fis one-to-one mapping. The rest of the proof follows from (3), (4), (5) and (6).

Corollary: Since a path is a particular case of a route, we can solve problems P1’ and P2’ on the graph G”
instead of G.

Assumption: Throughout the rest of the text, we will assume that the problem P1’ is solvable, i e. that there
exists a path p =(v4 = vy, vy, ..., v, = vp) such that c(p) < % t(p) < ¢.

3 Solution of the Problems P1” and P2’

In accordance with the Corollary of the Lemma 1 we shall solve the problem P1” on the graph G” where the
attractiveness a > 0 is assigned only to edges. We shall use an exact method of the “Depth-First-Search” type.

The vertex v, represents the root of the solution tree. All adjacent vertices v to v4 in G” represent the first
level vertices. All adjacent vertices w to all vertices v of the 1 level G” represent the 2™ level vertices etc.

The search starts in the root v4 with the record a,.. = 0 and explores each branch as deep as possible. The path

p from the root to the current vertex w in the solution tree represents a path in the graph G”. Backtracking is
applied when at least one from the following situations occurs:

S1. wis in the path for the second time,
S2. c(p)>y
S3. tp) >t
S4. w = vp; in that case if a(p) > a,.. then the value a,.. is increased to a(p).
After having finished the search, the last p is optimal.
Remark: This procedure can serve as a heuristics as well if one stops it before completing the search.

Solution of the problem P2’ is almost the same as in the case of P1’. Only the first backtracking situation S1
is omitted and a(r) may contain attractiveness of 2™ and further passing through the same edge.

4 Conclusion

In this paper, we have formulated two basic problems concerning the design of leisure routes between two
points v4 and vy for non-motorized tourists, i.e. for hikers or for cyclists (but not for both in the same problem).
The first problem concerns simple paths, not passing twice the same point. The second problem deals with routes
which are allowed to pass twice or more times through any point.

The path or the route are designed on the given ‘candidate’ network, where each edge e is assigned three
non-negative numbers: a(e) — the attractiveness of passing through e for tourists, c(e) — the construction cost of e
and f(e) the passing time through e for a hiker or cyclist. Moreover, the attractiveness a(v) is given for each
vertex v. The first problem looks for a (simple) path p connecting the two given vertices v, and v such that the
duration #(p) of the passing through the path p does not exceed the given limit 7, the total construction cost c(p)
of the path p does not exceed the given limit yand the total attractiveness of p is maximum. The second problem
does the same for a general route r which is allowed to pass any vertex or any edge more than once.

A ‘Depth-First-Search’-type exact method is presented for both problems and it is noted that the method can
be used also as a heuristics if it is stopped before having examined the whole tree of solutions.

The future research can be expected in two main directions. The first one is methodological. As concerns
the problem P1, we hope to find a LP formulation of the problem and, moreover, it is likely that there will be
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found a dual type of heuristics. Maybe, an inspiration can be found in [3], since the problems studied there are
similar to P1. Similar expectations can be formulated concerning the problem P2, since it is a bit related to the
problem of [10] and [12].

The second direction of the future research will be oriented on the practical experience in applying models
and methods described above.

Acknowledgements

The support of the Czech Science Foundation # 402/12/2147 ‘Economically Optimal Processes on Networks’ is
gratefully acknowledged.

References

[1] Amini, O., Peleg, D., Pérennes, S., Sau, 1., Saurabh, S.: Degree-Constrained Subgraph Problems: Hardness
and Approximation Results. In: WAOA 2008, LNCS 5426 (Bampis, E. and Skutella, M. eds.), Springer-
Verlag Berlin Heidelberg 2009, 29-42.

[2] Carr, R., Ravi, R.: A New Bound for the 2-Edge Connected Subgraph Problem. In: IPCO VI, LNCS 1412
(Bixby, R. E., Boyd, E. A., and Rios-Mercado, R. Z. eds.), Springer-Verlag Berlin Heidelberg 1998, 112-
125.

[3] Cernd, A., Cerny, J., Pfibyl, V.: Bus Route Design in Small Demand Areas. Transport, 26, 3 (2011), pp.
248-254.

[4] Cheriyan, J., Thurimella, R.: Approximating Minimum-Size k-Connected Spanning Subgraphs via
Matching, SIAM J. Comput., 30, 2 (2000), 528-560.

[5] De Man, A.P.: The Network Economy: Strategy, Structure and Management. Edward Elgar, Cheltenham,
GB, 2004.

[6] Eades, P., Foulds, L. R., Giffin, J. W.: An efficient Heuristic for Identifying a Maximum Weight Planar
Subgraph. Combinatorial Mathematics IX, Lecture Notes in Mathematics No. 952, Springer-Verlag, Berlin
1982.

[71 Fernandes, C.G.: A Better Approximation Ratio for the Minimum Size k-Edge-Connected Spanning
Subgraph Problem, J. Algorithms, 28, 1 (1998), 105-124.

[8] Fiala, P.: Network Economics (in Czech) Professional Publishing, Praha 2008

[9] Gabow, H.N., Goemans, M.X., Tardos, E., Williamson, D.P.: Approximating the Smallest k-Edge
Connected Spanning Subgraph by LP-Rounding. In: SODA '05 Proceedings of the sixteenth annual ACM-
SIAM symposium on Discrete algorithms. Society for Industrial and Applied Mathematics Philadelphia, PA,
USA, 2005, 562-571.

[10] Jerby, S., Ceder, A. Optimal routing design for shuttle bus service. Transportation Research Record,
No.1971, (2006), pp.14-22

[11] Jun Xiao et al.: Comprehensive method on evaluation of distribution network planning. In: Proc. DRPT
2008, Third International Conference on Electric Utility Deregulation and Restructuring and Power
Technologies, Nanjuing (China), April 2008, 1249-1254.

[12] Kuo, Y., Luo. C.M., Wang, C.C., Optimization of circular-type routes for a shuttle bus service,
Transportation Research Record 90th Annual Meeting, Washington DC.

[13] Safari, M.A., Salavatipour, M.R.: A Constant Factor Approximation for Minimum A-Edge-Connected k-
Subgraph with Metric Costs. In: APPROX and RANDOM 2008, LNCS 5171 (Goel A. et al. eds.), Springer-
Verlag Berlin Heidelberg 2008, 233-246.

[14] Shimoda, Y.: Heat source network and heat transport. In: District Heating & Cooling Vol. 41 (2000), No. 3,
pp-3-5.

[15] Suzuki, A. Tokuyama, T.: Dense subgraph problem revisited. Proc. Joint Workshop “New Horizons in
Computing” and “Statistical Mechanical Approach to Probabilistic Information Processing” ,18-21 July,
2005, Sendai, Japan.

-94 -



Proceedings of 30th International Conference Mathematical Methods in Economics

A note on the choice of a sample of firms for reliable
estimation of sector returns to scale

Michal Cerny!

Abstract. A sector is defined as a family of firms sharing the same Cobb-
Douglas production function. Our aim is to estimate the Cobb-Douglas-based
returns to scale of the sector. Limited resources allow us to collect data (stock
of production factors and production) from a limited number of firms only. We
address the question how the sample of firms, used then for estimation of the
sector returns to scale, should be selected to achieve a “good” estimate of the
returns to scale. (The estimate is “good” if it has low variance.) We propose a
three-step procedure for the sample selection problem, adopting a method from
the theory of c-optimal experimental designs. We consider both homoscedastic
and heteroscedastic models. We illustrate the approach by examples.

Keywords: sample selection, Cobb-Douglas function, returns to scale, c-
optimal design

JEL classification: C81
AMS classification: 62K05, 91B38, 91G70

1 Introduction, definitions and assumptions

Let ®4,...,®,, denote production factors. A firm is a (n + 1)-tuple of nonnegative real numbers

(y*7<P1;-~-7<Pn)7 (1)

where y* denotes the level of the firm’s output and ¢; denotes the stock of i-th production factor available
to the firm.

A sector S is the set
S={F,...,Fy},

where Fi,..., Fy are firms. We also use the notation

We assume that all the firms of the sector S share a common Cobb-Douglas production function of the
form

lnyjzﬂo‘FZﬂilH(Pij—FEj, j=1,...,N, (3)
i=1

where ¢; are independent N(0,0%) error terms. In (2) we assume that the value y} is the observed
realization of the random variable y;.

Returns to scale of the sector S is the number r := Y | ;. Recall that the returns to scale are

constant r=1,
increasing iff r>1,
decreasing r < 1.

LUniversity of Economics Prague, Department of Econometrics, Winston Churchill Square 4, 13067 Prague, Czech
Republic, cernym@vse.cz
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1.1 The problem

Our aim is to measure the number r of the sector S. Of course, due to the presence of the error terms
€j, we can never measure r exactly. Therefore we are interested in an estimate 7 of . We shall use the

standard estimator 7 = Y-, Bi, where ﬁ = (BO, . ,Bn)T is the standard OLS estimator of (3). Then
we can, for example, test the null hypothesis
r=1 (4)

using the standard ¢-test or F-test.

Assume that N, the size of the sector, is large. In order to obtain as precise estimates of r as possible,
it is desirable to collect data (2) for all firms F1, ..., Fiy. However, this process is usually costly. Usually
only limited resources are available to us; with these resources we are able to collect data from a limited
number of firms only. We have arrived at the main question of the paper: assume that we are able to
collect data from only m < N firms. Which firms from the sector S should be included in the selected
sample 8’ (of cardinality m) in order the value 7, estimated from the sample S', be as precise as possible?

The relevance of the question is motivated by the following example.

1.2 Example

Assume that n = 2 and ®; = labor and ®, = capital stock. Assume that the sector S of N = 12 firms is
governed by the model (3) with

ﬂo = 0, 61 = 05, ﬂg = 067 o =0.1.

Then r > 1 and the returns to scale of the sector S are increasing.

Assume that our resources allow us to gather data from m = 6 firms only We would like to choose
the sample of 6 firms in the way that se(ﬁl + ﬁg) is minimal, where “se” stands for standard error. In
that case, r is estimated with the best possible precision. This is important since the standard error of 7
being low, the t-test for the hypothesis r = 1 is strong. (Recall that the test statistic is of the form Sﬁ;%)

We can write the model (3) in the usual form y = X3 + €, where B = (8o, 51,52)". With this
notation we have

se(B1 +B2) =0 [ (XTX) e,
where ¢ = (0,1,1)7.

We have (162) = 924 possibilities for the choice of the sample &’ of 6 firms out of 12 total; denote the
choices as S7,...,S8§a4. Let Xq,..., X924 denote the corresponding X-matrices. Define

=0\ cN(XT X)) te, i=1,...,924.

Let the choices S, ...,S§,4 be ordered in the way that 74 < .-+ < 7994. Figure 1 shows values of 7;
against i. The best possible choice is

Si = {Fl,FQ,Fg,FG,Fg,Fg} with 1 :00435, (5)
while the worst possible choice is
Sé24 = {F4, F5, F7,F8,F11, Flg} Wlth T924 — 02064 (6)

In the case (6), t-test for the null hypothesis (4) will probably not reject, though the hypothesis is not
true. Hence, with the choice S{,, we can arrive at an incorrect conclusion that returns to scale are
constant. On the other hand, if we choose the sample S7, we have a much higher chance that the t-test
will reject, which is a correct conclusion. In general: the better value 7;, the stronger the t-test is. And, if
we choose the sample of firms “in the best possible way” and the ¢-test does not reject, we have a strong
evidence that r = 1 indeed.

This example shows that before we start collecting data, it is reasonable to ask which firms of the
sector S are likely to contribute to the precision of the estimator of ¥ more than others.

-96 -



Proceedings of 30th International Conference Mathematical Methods in Economics

0.22

0.2r
0.18|
0.16

0.14}|

0.12f

0.1r
0.08|
0.06

0.04

0 200 400 600 800 1000
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2 Our approach

The question leads us to the theory of optimum experimental designs. Indeed, the sample which minimizes
the variance of 7 can be seen as a case of c-optimal design: our aim is minimization of se(c'3), where

c=(0,1,...,1)T and B = (Bo, B1,...,Bn)T.

The problem is that we know nothing about the sector S in advance. We adopt the assumption that
we are able to gather information on representants of the sector S. Each representant should represent a
group of firms in the sector & with similar stock of production factors. (Said more precisely, a representant
R should be either a real or fictitious firm such that it is reasonable to expect that in the sector S there
are enough real firms with the stock of production factors similar to R.) Then we restrict ourselves to
the representants.

We find an optimal design over the representants; this will give us guidance from which groups of
firms it should be suitable to collect final data.

We illustrate the approach by example. Let ¢;; denote the capital stock of j-th representant and let
2, denote the labor stock of j-th representant. Assume that we know that the sector S contains the
following groups with the following representants:

group type representant
group 1 | small capital-intensive firms Ri=(p11= 5, par = 1
group 2 | small labor-intensive firms Ry =(p12= 1, paa= 5

group 3 | medium capital-intensive firms | R3 = (13 = 20, @23 = 10

group 5 | large capital-intensive firms Rs = (15 = 35, a5 = 20

(
(
group 4 | medium labor-intensive firms Ry = (p14 =15, pag = 22
(
(

group 6 | large labor-intensive firms Rg =

In our example we will write

1 1
X = 11’19011 Sy lnwlﬁ . (8)
In 91 In o

The meaning of this set will be explained in the next section.
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2.1 Some notions from the theory of c-optimal designs

In the theory of experimental design, the set X is usually referred to as experimental domain. Its
interpretation is as follows. Assume the linear regression model

y=XpB+e 9)

with independent disturbances e, which are homoscedastic with variance 0. We are given a nonzero

vector ¢ of parameters and our aim is to select the rows of X in the way that se(cTB) is minimal. We
are restricted by the fact that each row a7 of X must fulfill x € X. Said otherwise, we can make
measurements only in the points from the experimental domain A and our aim is to select those points
which minimize the variance of ¢t 3.

Assume that X = {x1,...,zy} and that we have the regression model (9) with v observations, where
the matrix X is of the form
X = (®1,®1,...,1; T, Toy..., To -+ TN TN, Tar) (10)
—_———
v€y times vy times vén times

The vector & := (&1,...,&n)" is called design — it simply says that we are making 100&; % observations
in the point @1, 100£2% observations in the point x5 ete.

We can define the number var.(&), called c-variance of the design &, implicitly using the equation

var(eB) = Z - var(6).

where 8 = (XTX)~! X"y with X given by (10). (Here, ! might stand for the matrix pseudoinverse.)

It is easy to see that the number var.(&) does depend on the design &, but it depends neither on o nor

on the number of observations v. Hence it is a good measure of the contribution of the design £ to the
total variance of the estimator ¢T 3.

All designs form the simplex ¥ := {£ : € > 0, 17¢ = 1}. Our task is to find the design with minimal
c-variance. Thus we are to solve the optimization problem

min{var.(§) : £ € ¥}.
Its solution is called c-optimal design.

Definition 1. The Elfving set is the set £ := convexhull(X U —X), where —X = {—xz: x € X'}. O

The following theorem, called Elfving’s Theorem (see [4]), is a fundamental result in the theory of
c-optimal designs.

Theorem 1. Let ¢ be a nonzero vector and let X = {x1,...,xp}. Let w* =max{w € R:w-c €&} and
x* = w*ec. Let uy,...,up and vy,...,vp be nonnegative numbers such that
M M
¥ = Zuzmz - Zvi:c,-
i=1 i=1
and
M
i=1
Then (u1 + v1,...,upr +var) T is the c-optimal design over X. I
In other words, if we write the point * as a convex combination of the points @1, ...,xr, —®1, ..., —Tn,

then the coeflicients of the convex combination determine the c-optimal design.

Harman and Jurik [5] observed that Elfving’s Theorem leads to a linear programming problem.

Theorem 2. Let E = (x1,...,xn). Let u*,v*,w* be the solution of the linear program
max{w €ER: E(u—v)=w-¢, 1T(u+v)=1, u>0, v>0}. (11)
Then & := u* + v* is the c-optimal design. OJ

More on the theory of optimal designs can be found in [2], [6], [7]. Computational issues are dealt
with in [1], [3].
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2.2 The example continued

We now apply Elfving’s Theorem to the “experimental domain” X given by (8). (The form of the model
(3) shows why the logarithms are present in (8).) We set

1 1 1 1 1 1
== In5 Inl In20 In1l5 In35 In20
Inl In5 In10 In22 In20 In42

and
c=(0,1,1)T.
Solving the linear program (11) we get the optimal design & = (£1,...,&)" with
51 = 0137 52 = 0377 53 = 54 = €5 = 07 €6 =0.5. (12)

This shows that we should compose the sample as follows:

e 13% of the observations should be collected from the group represented by the representant Ry,
e 37% of the observations should be collected from the group represented by the representant Ro,

e 50% of the observations should be collected from the group represented by the representant Rg.
If our budget is limited to, say, m = 100 firms, then it is reasonable to collect data from

e 13 small capital-intensive firms,
e 37 small labor-intensive firms and

e 50 large labor-intensive firms.

2.3 The heteroscedastic case

In the analysis of production functions it is often reasonable to assume heteroscedasticity. Let us consider
an example with a heteroscedasticity model where the standard error of disturbances is proportional to
V/P1;92; (again, ¢1; denotes the capital stock of j-th firm and ¢o; denotes the labor stock of j-th firm).
Then we can write the model (3) in the form

Iny; = fo + ArInpy; + Balns; +6;1/915¢25,
where d; are independent and homoscedastic. A simple transformation yields

Iny; 1 In In g,
7—ﬂ0'7+ﬁ1'7 2'7+5j,
VP1iP2j VP1iP2; VP1i P25 VP1iP2j

which is a homoscedastic model, and we can apply Elfving’s Theorem. Using again the representants
from (7), we set

1 1 1 1 1 1
V51 /1.5 /20-10 15-22 /3520  /20-42
= In5 Inl In 20 In15 In 35 In 20
= V5.1 /1.5 20-10 /1522  +/35-20 20-42
Inl Inb In 10 1n 22 1n 20 In 42

V51 V15 V2010 V15-22 3520  /20-42
and ¢' = (0,1,1). Solution of the linear program (11) yields

§1 =01, §& =004, §& =086, §4=& =& =0. (13)
So, if we are restricted to m = 100 observations, it is reasonable to collect data from
e 10 small-sized capital intensive firms,

e 4 small-sized labor-intensive firms and

e 86 medium-sized capital-intensive firms.
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3 Conclusion

The difference between (12) and (13) shows that the homoscedasticity/heteroscedasticity assumption is
important. (This is not surprising.) We thus suggest that it could be reasonable to perform the analysis
in three steps:

e Step 1. Make a rough screening of the sector S to

— identify groups of firms and their representants,

— determine whether heteroscedasticity is present, and if so, estimate a suitable model of het-
eroscedasticity.

e Step 2. Using the data from Step 1, apply the method of Section 2.2 (if heteroscedasticity is not
present) or Section 2.3 (if heteroascedasticity is present): find the optimal design &€ using (11).

e Step 3. Choose firms according to the design &.
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Identifiability issue in macroeconomic modelling
Ondfej Cizek'

Abstract. The effort of central banks to apply DSGE models in practice has in-
creased the complexity of these models. Recently however, it has been pointed out
that even medium scale DSGE models chronically suffer from the identification
problem, which is a topic that has been traditionally mentioned in macroeconomic
modeling only in connection with the simultaneous equations models. The problem
of identifiability has, however, far more general nature and apart from other conse-
quences complicates practical econometric estimation of the parameters. The aim of
this paper is to investigate the identifiability of the formulated small macroeconomic
model by means of which I will show that the problem with identifiability can arise
not only as a consequence of the model being too large as is frequently argued now-
adays, but as a result of the model being too small. The formulated model falls with-
in the class of linear models with quadratic loss function and its parameters are esti-
mated by the method of maximum likelihood. The approach to analyze
identifiability issue is based on the Fisher information matrix.

Keywords: identification, maximum likelihood, Fisher matrix, Kalman filter,
DSGE, inflation targeting, macroeconomics.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

The goal of this paper is to present key results from the theory of identification and to illustrate how to apply
them to the formulated macroeconomic model, which falls within the class of linear models with quadratic loss
function. To analyze identifiability issue means to answer the question whether or not different parameter values
generate different probabilistic distribution of the observed variables. The chosen approach answers this question
without a reference to a particular data set because data generating process (and not a particular data set) is used
in the analysis. The analysis of identifiability, however, serves largely for the econometric estimation of the
parameters, which is also a topic of this paper. For this reason, data used to estimate parameters by maximum
likelihood method are described in chapter 3 immediately after the description of the model equations in chap-
ter 2. Section 4 puts the model in convenient state space form. Chapter 5 then describes the Kalman filter and the
next section shows how to use it to compute likelihood function. The outcome from the Kalman filter is also
used to compute the Fisher information matrix as the main tool to detect problems with identifiability, which is a
topic of the Section 7. Final chapter 8 discusses the results from the analysis of identifiability when applied to
the formulated model.

2 Model

The presented model is a modification of the Ball’s [1] macroeconomic model very well known in the literature
on inflation targeting. Because the model is aimed at analyzing stabilization policy, all the variables represent
cyclical component of the original value. There are two main variables in the model representing real economic
activity and prices, which are the rate of unemployment (u ) and the inflation (7). The first one is modeled by
its own lagged value and by the interest rate ( r ), which is assumed to be under full control of the central bank:

u, =a-u+b-r +n,, (1)

t+1

whereas a € (0,1) , b >0 are parameters and 77, is random shock, which is assumed to be normally distributed

with zero mean, constant variance var(7 ) =o¢  and is also assumed to be independent at time as well as with
other random shocks in the model.

The equation (1) is in line with Ball’s formulation. I modified, however, the relation between real economic
activity and inflation represented by the Phillips curve in order to fit the data for the Czech economy. Ball as-

sumed so called accelerationist Phillips curve in the form that 7 — 7z is a function of u, . The name of this

1

! University of Economics, Department of Econometrics, ndim. W. Churchilla 4, Prague 3, cizeko@vse.cz.
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type of Phillips curve comes from the fact that inflation raises if unemployment is below its “natural” level. My
formulation is based not on this historical experience from the United States, but on the empirical data from the

Czech Republic, which suggested negative relation between 7, and u, —u, _ . This relation can be interpreted in

such a way that inflation gets above its “normal” level whenever (monetary) authority is trying to decrease the
rate of unemployment. The equation for the inflation is as follows:

T, =-¢ (ul —u_ ) +E&, 2

1+l
where ¢ > 0 is parameter and €  is random shock fulfilling same assumptions as 77, .

Ball completes the specification of the model by assuming that interest rate is set according to the Taylor
rule® and then is trying to find such values of the coefficients of this rule that minimize var(irf )+ i+ var (ui ),

where x>0 is the weight that is set on stabilization of the unemployment. In this article, I will use slightly
more general approach and will assume the monetary authority to minimize quadratic loss function of the form:

E[ié“ -(K~u12+7r12)}—>MIN 3)

which is equivalent to the Ball’s approach if the discount factor of the monetary authority & e (0,1] is set to
equal one and the horizont for optimization 7" goes to infinity.

3 Data
The source of data for inflation and rate of unemployment is the Czech Statistical Office. The inflation was cal-
culated from consumer price index (CPI) on a quarterly basis according to inflat,, = 100-(CPIM -CPI )/ CPI .

Although CPI is available from 1997 to 2011, I decided to work with data from 1999 because during years 1997
and 1998 the inflation was unstable’. There was a significant seasonal pattern in the calculated inflation, which I

removed by means of linear regression with dummy variables Q, . To model the increase in DPH at the begin-
ning of the year 1998 from five to nine percentage points and at the beginning of the year 2000 from nine to ten
percentage points, I also included another dummy variable DPH, with value equal to four in the first quarter of

the year 1998, one in the first quarter of the year 2000 and zero in all other quarters. All the dummies were statis-
tically significant except the dummy for the third quarter. The cyclical component of the inflation was therefore
calculated as residuals from the following regression:

inflat, = 3-Q, +B,-0, +B,-0, + B, DPH +error . )

Data for the rate of unemployment was already seasonally adjusted by the Czech Statistical Office. I used the
data from the selective survey of the labor force. The cyclical component of the rate of unemployment was cal-
culated simply as a deviation from the mean value.

4 State space form

Although there are no unobserved variables in the model, it will be useful for the purpose of generalization to

write the model in a state space form. If I define the state vector x, = (7[1 u ou_, ) and the vector of random

1

errors denote as u, = (€:+| n., ) , then the transition equation can be written in a following manner:

Xt+1:A.Xt+b.r;+1+C.ut+1’ (5)

? Taylor rule specifies interest rate is a linear function of inflation and unemployment.
? The instability was caused by huge disturbances in the foreign exchange market in May 1997, which led to the
change in monetary strategy of the central bank to inflation targeting at the beginning of the year 1998.
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0 — ¢ 0 1 0
where A={0 a Of,b=|b|,C=|0 1
0O 1 0 0 0 0

z =D-x , (6)

1 0 O
where D = .
01 0

The quadratic loss function can be written in the following way:

E “"K - — MIN , 7
(Zx t xt) @)

where K,=6"-diag(1 « 0) is the weighting matrix.

S Optimising control variables and estimating unobserved state

In this chapter I will suppose that the values of the parameters are known and show the results telling us how to
solve the problem of minimising the objective function (7) as well as the problem of estimation of the unob-
served state vector by the Kalman filter. In the next chapter, it will be shown how to use these result in econo-
metric estimation of the parameters.

The aim of the optimal control problem is to find trajectory of control variables ., t=0,...,T that minimize

the loss function (7). Derivation of the solution to this problem can be found for example in Chow [2], chapters
8.3 and 8.4. The solution is as follows:

V; = G: ’ X:-ll:-l ’ (8)

where the matrix G, is calculated recursively backwards in time according to the scheme:

G, =—(bHD) bHA, ©)

H_, =K_ +(A+bG,) H, (A+bG,), (10)

t-1

with the initial value H, = K .. The symbol x denotes optimal estimation of the unobserved state vector,

t-1lt-1

which is given by the Kalman filter recursions of the form:*

X, =(A+bG ) x ., (1)
X, =X,, +P,,D(DP,_ D) (z,-Dx,,), (12)

where x, | =E | (Xt) and matrices P, | = E (Xt =X, ) (Xt = )' are calculated recursively as follows:
P =A [Pm_l -p,,D (DP,,D') DP,, } A +CZ,C, (13)

* Because no prior information about initial value of the state vector was available, the Kalman filter recursion
was initialized by so called “diffuse prior”, that is by setting x,, =0, P, =« -I, where I is identity matrix

and « is alarge number.
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where X =E (u-u') is the covariance matrix of the random errors.

6 Econometric estimation
I estimated parameters of the model by the Maximum Likelihood Method (MLE). The probability density func-

tion of the observed variables z, , t =1,...,n can be parameterized by the vector 0 = (5, a, b, ¢, x, 0, 0'7])

and therefore comes from a “family” {f(Zn IB),OE @} , where Z = (zvl,...,z‘n ) and the set
(0] ={xe R’ ix € (O,l), i=12, and x, >0, j= 3,...,6} is called as a parameter space. The goal is to find
0, in the parameter space ® that maximizes the likelihood function L defined as L(8)=f (Zn 19).

How to use results from the Kalman filter in computation of the likelihood function is described for example
in Harvey [3], chapter 3.4. The basic idea is that probability density function can be expressed by means of con-
ditional probability densities, which can be easily proved by induction:

L(G)zﬁf(z[ 1Z,,.9). (14)

Because random errors are assumed to be normally distributed, the distribution of z, conditioned on Z is
commonly known to be also normal and is therefore fully described by its mean vector and covariance matrix.

Because of the relation z, = Dx_, these characteristics depend on the conditional mean x, , and covariance P, |

of the state vector Xx,, which was already computed by the Kalman filter recursion. The characteristics of condi-

tional distribution of z, are therefore given by the following equations:

Ztll-l = DX(I(-I ’ (15)

F,,=E [(zt -z, )(z -z, )} =DP, D . (16)

The likelihood function can be therefore calculated as follows:

" 1 1 o
L(0) =TI ﬁexp[——(z‘—zm) F“_t_l(z‘—zm_l)il , (17)

“len:E, b2

where k is the number of observable variables.

I maximised the logarithmic form of the likelihood function (17) in Matlab with standard numerical algo-
rithms that are included in fminsearch. Maximization of this likelihood function was, however, complicated by
the fact that the function is nearly flat in some directions, which brings us to the concept of identifiability of the
parameters.

7 Identifiability

The basic prerequisite for making inference about the value of the vector 0 is that different values of 0 im-
plies different processes according to which data are generated, which Rothenberg [5] formalizes as:

(£(2,10)=1(2,10,) with probability 1) =6 =8,. (18)

If (18) holds for every @€ @, then 0, is called to be globally identifiable. If it holds for a nearby neigh-
bourhood of 0, then 0, is called to be locally identifiable. The model is (locally) identifiable, if every 0, € ©@
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is (locally) identifiable. If @, is not identifiable, then there is a structure 0 different from 0,, which cannot be

distinguished from 0, by observation of the data. Such structures are called observationally equivalent.

From these definitions, one can see that the problem of identifiability arises because of similarity of the
probability density functions. It is, however, impossible to deal with the question of identifiability right from
these definitions. The userful tool for analysing local identifiability is the following theorem, the proof of which
can be found in Rothenberg [5]:

Theorem 1. Let 0, be a regular point of the information matrix R (G) .Then O, is locally identifiable if and
only if R (00) is non-singular.

A point is called regular if it belongs to an open neighborhood where the rank of the matrix does not change.
Without this assumption the condition is only sufficient for local identification. The singularity of the infor-

mation matrix means that the likelihood function is flat at 0, , which can happen either because some parameters

do not affect likelihood at all or different parameters have the same effect on the likelihood function. Iskrev [4]
formalized both these situations as follows:

1. changing 6 does not change the likelihood, so the i-th diagonal element of the information matrix

oL(0)) .
A=E is equal to zero,
20

i

2. effect of changing & is offset by changing other parameters at 0, so the multiple correlation coefficient

oL(0) 9oL(0)
piEcorr e —
36, 09,

i-1”

2] (7] ), p being the number of pa-

12 )

J is equal to one, where 0 E(Hl,...,é?

rameters.

Iskrev argues that parameters are unidentified if economic features they represent are either unimportant on
their own (A, = 0) or they are redundant given the other features in the model ( o, =1). The case of p, =1 then

consider as a sign of “overparameterization” of the model, which is particularly relevant for large DSGE models
that are often criticized for being too rich in features. From this point of view, theory of identification has im-
portant economic modelling aspect and most common suggestion for reducing identifiability problem is to re-
duce the model. Identification problem can also arise because of data deficiency (not enough or inadequate ob-
servable variables, not enough observations), or because of statistical methodology, which is, however, not our
case as the method of maximum likelihood uses all the available information about the data generating process,
which is described by the probability density function.

Iskrev points out that in most macroeconomic models the information matrix is albeit regular however nearly
singular, which is a case that he called weak local identifiability and the reasons for this to happen can be formal-

ly written as A, =0 or p, =1. By this reasoning he adopted a particular measure of identification

si=A,(1-p7) (19)

and showed that (1/ sz) is equal to the i-th diagonal element of (Rn (9))71 provided that R_(0) is regular.

How to compute information matrix derives for example Harvey [3] in chapter 3.4. The element in the i-th
row and j-th column is computed according to:

i JF JF 3z, -z,,) . oz, -
[Rn (e)]// — %ZIVLFU_:_I tit-1 F-] tit-1 j_{_ E Z (Zt Zm-l) F“_tl_l (Zt Ztlt-l) ) (20)

ael tlt-1 ag] ~ RY:) ae]

i

where OF, /06, and 0 (zt -z, )/ 06, were computed numerically.

tit-1

The mean value at the right side of this equation is unfortunately impossible to compute except very special
cases and so the usual approach is to drop the expectation operator in the second term.
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8 Results

The information matrix was nearly singular at all randomly chosen points in the parameter space and the third
-1
diagonal element of (Rn (0)) corresponding to the parameter b in the model was incomparably higher than

other diagonal elements, which indicates very weak identification of this parameter. At first glance, this result
seems rather strange as it says that the sensitivity of unemployment to the interest rate is not important in the
process of generating data. This can be explained by the fact that the interest rate is not a part of the data set
because in the presented model it is seen as a control variable of the central bank and not as an observable indi-
cator of a state variable. Lower sensitivity of unemployment to interest rate is compensated by a more aggressive
strategy for setting interest rate by the central bank, which produces practically the same data for unemployment
and inflation because of which it is nearly impossible to identify the parameter » in the model. So in this case
the problem with identification of parameter b is caused by insufficient number of observable variables.

When treating parameter b as a known constant there were still two relatively large diagonal elements in

-1
(Rn (0)) at all randomly chosen points in the parameter space and these elements corresponded to the param-

eters 0 and k in the loss function of the central bank. The problem with weak identification was solved only
after treating any of these parameters as a known constant, which suggests that these two parameters play very
similar role in the model. This result is rather surprising as economic interpretation of these parameters is quite
different. This can be intuitively explained by the fact that in the presented model the inflation is controlled only
through unemployment and therefore there is a very close relationship between these two variables, which caus-
es parameters 0 and k to play similar role. Modeling inflation in a more complicated way would thus solve the
problem with weak identification of the parameters from another part of the model (from the los function in our
case), which can be regarded as analogy to so called identification paradox known from simultaneous equations
models. My contribution of this analysis is that weak identification of the parameters (J and & in our case) is
not necessarily a consequence of “overparameterization” of the model (i.e. that the model is too large) as is fre-
quently argued nowadays in the context of large DSGE models, but a result of omitting important relationships
in the model (i.e. that the model is too small). So, in my opinion, the frequently cited suggestion to reduce the
model not only needn’t reduce the problem with identifiability, but can make things even worse.

When fixing b =0.2 and 0 =1, the other five parameters were estimated by MLE as follows: a =0.73,
c=133, k=0.007, o, =0.57, o, = 0.34. I also performed simulations with these parameter values and

generated 1000 data sets each having 100 observations. Then I estimated all seven parameters by MLE 1000-
times using standard numerical algorithms based on derivatives when maximizing likelihood function with initial
values of the parameters equal to the true ones. The most surprising was that the standard error of the most weak-
ly identified parameter » computed from these simulations was only 0.17 while for example computed standard
error for a much better identified parameter a was 0.6. This result does not mean that the true maximum was
ordinarily located near the true value of this parameter. In fact, the true maximum was not found at all. The ex-
planation for the obtained result is that the parameter b is very weakly identified and so the likelihood is nearly
flat in that direction, which is the reason why numerical algorithm practically did not proceed in this direction.
Not to mention the fact that there had to be problems with numerical precision as numerical algorithms based on
derivatives use ordinarily inverse of the hessian of the likelihood (or some approximation of it), which corre-
sponds to the (nearly singular) information matrix. These results show that it is not only time-consuming, but
also practically impossible to assess the reliability of the estimated parameters using simulation techniques.
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Stock market speculative bubbles:
the case of Visegrad countries

Oleg Deevl, Veronika Kaj urovéz, Daniel Stavarek®

Abstract: Conventional theory of speculative bubbles describes stock bubbles as
stock prices that exceed their fundamental value because current owners believe that
the stocks can be resold at an even higher price in the future. We employ a special
methodological technique examine the presence of the phenomenon of stock market
bubbles in the Visegrad group countries (Czech Republic, Hungary, Poland, and
Slovakia) and selected developed European stock markets. The methodology is
based on the examining of residuals of VAR fundamentals with exclusion of ARCH
effects. The presence of bubbles is studied by regime switching tests and Hurst
persistence tests. Although we examine the bubbles presence over various time
periods we found almost no evidence of speculative bubbles across the markets.
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1 Introduction

The phenomenon of asset bubbles has been known and studied for centuries, but there is still no common
framework on how to detect or predict the formation of a bubble. Since 1980s bubbles are investigated with
application of time series econometric analysis. However, the use of such mathematical apparatus raises the
question of whether econometric tests can truly detect a bubble or just discover an error in the market evaluation
of assets. The majority of empirical research (such as Bohl [4] or Nasseh and Strauss [15]) examines the
existence of stock market bubbles using traditional unit root tests of price-dividend ratios of US highly
capitalized companies, for which long-term data are available. Other studies were also conducted on markets, for
which the history of dividend payments exists. Unfortunately, there are only few papers investigating the
occurrence of asset bubbles in emerging markets, especially considering the fact that in the last twenty years
those economies were the subjects of large financial inflows and the data on dividends are of limited use.
Emerging market studies, primarily focused on China or countries of MENA region (such as Jahan-Parvar and
Waters [10], Lehkonen [13] or Ahmed et al [3]), reveal inconsistent results. We can find several references
concerning the stock bubbles in Visegrad group countries within some of published papers (such as Kizys and
Pierdzioch [11]. The study dealt with the collapse of stock markets in the Czech Republic, Poland and Hungary
during the financial crisis and if it was due to international linkages of deteriorating fundamentals or inter-
national spillovers of speculative bubbles; Hanousek and Novotny [8] performed an extensive analysis of price
jump for emerging stock market indexes from the CEE Visegrad region), but not overall research focused on the
stock market bubbles in this region. Clearly new methodological approaches and more research in the area are
needed. Furthermore, the individual analysis of the possibility of stock market bubbles in smaller financial
markets in Europe, including the Czech Republic and other central European countries, is of particular interest.

The main aim of this paper is to examine the presence of stock market bubbles in the central European
countries, namely in the Czech Republic, Hungary, Poland, and Slovakia. In order to prove the statistical
significance of proposed methodology, the results are compared to the outcomes of research obtained from
selected European developed markets, such as Germany, Austria, France and the United Kingdom. The presence
of the 2007-2009 market turmoil brought by the global financial crisis is addressed by dividing the long-time
horizon data into three periods: before, during and after the financial crisis.

Identifying stock bubbles is a challenging task not only in terms of time, but also in terms of distinguishing
the fundamental and non-fundamental determinants. Since the fundamental value is not directly observable, it
must be estimated. On the other hand, it is difficult to confirm the existence of a bubble with a particular
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certainty, since the determination of the fundamental value is not a trivial task [12]. The majority of valuation
models include dividend payments in their calculations, which values are not available in our inquiry. Therefore,
following the methodology of Ahmad et al [1], [2], we assume, that changes in dividends are reflected in the
market prices, and abstract from dividends, basing our analysis only on the stock index returns.

2 Data

For the purposes of our study high-frequency daily data are preferred, taking into consideration the market
environment of advanced information technology and rapid general information sharing. Daily data capture
speedy information as both short run and long run dynamic linkages play role in the bubble formation. We
employ the data from the main stock indices representing the chosen markets (basic characteristics of stock
exchanges is given in Table 1), weighted indices of the profitability (long-term interest rates) of 10-year
government bonds for each country (as calculated in Bloomberg), and the MSCI world index, summarizing the
developments of the global stock markets. Returns of the variables as their first log differences are used.

Tick Number Market Market Market Market Market
Country of listed capitalization, capitalization turnover, turnover as  liquidity
symbol stocks ~ mIn.USD  as % of GDP  mIn.USD % of GDP %
PX Czech Rep (CZ) 16 43 055.6 22.4 14 082.5 7.3 29.4
BUX  Hungary (HU) 48 27708.4 21.5 26 466.1 20.6 94.5
WIG  Poland (PL) 569 190 234.9 40.5 77 463.9 16.5 47.6
KSM  Slovakia (SK) 90 4 149.6 4.8 173.7 0.2 3.9
ATX  Austria (AU) 86 67 682.8 17.9 48 117.4 12.7 79.4
DAX  Germany (DE) 571 1429 706.7 43.6 1405 037.1 42.8 103.0
CAC  France (FR) 901 1 926 488.3 75.3 1467 073.7 57.3 75.3
UKX UK 2056 3107 037.9 137.4 3 006 680.0 132.9 101.9

Sources: The World Bank (World Development Indicators)
Table 1 Stock market characteristics of selected stock exchanges at the end of 2010

The study period is similar for all countries. The total sample period is divided into three sub-periods
according to clearly observed trends in the prices’ movements. The sub-periods are the pre-crisis period (May
2004 — July 2007), the crisis period (August 2007 — March 2009) and the post-crisis period (April 2009 — March
2012).
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The beginning of the study period is set as an accession date of the Visegrad group countries to the European
Union. We chose the crisis period to not start with the Lehman Brothers bankruptcy and major panic on the
markets; instead we would like to capture prior anticipations on the markets, when the 2007 banking crisis
changed the comfort expectations with a fear of it becoming a sovereign debt crisis. Fluctuations of index returns
are illustrated in Figure 1.

3 Methodology

To estimate the fundamental value of index returns we apply the methodology based on the VAR modeling. The
VAR model with index returns, government bonds’ interest rate and world index returns is employed for each
country:

e = Alrt_l + .-+ Ath_p + BmSCit + Cbt + &t (1)

where 1, are index returns, msci; are returns of the MSCI world index, b, are 10-year government bond interest
rates and &; is an error term.

To exclude the phenomenon of changing volatility in the time series we should remove autoregressive
conditional heteroskedasticity (ARCH) effects from VAR residual series. According to Engle [6] the nonlinear
variance dependence measure of ARCH is:

& = Ol @)
8¢ = ao+ LiLi @ &f 3)
with p is independent and identically distributed (i.i.d.) variable and a; is a coefficient for chosen lags.

Two tests for the identification of stock market speculative bubbles are used. First, we employ the Hurst
persistence test to find the existence of long-term linear dependence (memory) in the stock market volatility.
Second, we perform the rescale range test. The method based on the Hurst persistence approach is also called
rescaled range (R/S) analysis because the significance test breaks the sample into sub-subsamples and then
estimates a Chow test on the null that the sub-periods possess identical slopes [1]. This test was developed by
Hurst [9] and was firstly implemented in economic analysis by Mandelbrot [14]. Using the R/S analysis, the
Hurst exponent H is estimated from the VAR residual series:

(R/S)n = 5o [maxscoen Bia (0) = E)) = miny coen B (e(0) = £)))] 4)
where S,, is the standard deviation estimation and &£(n) is the sample mean of the return time series:
g(n) = (1/n) Xy e(n) &)
R/S is then described as:
\H
R/ = (5) ©)

Hurst exponent allows us to reveal the behavior of stock market efficiency over time [16]. If 0 < H < 0.5, it
denotes an anti-persistent behavior, which means that positive trends in one period tend to become negative and
vice versa. If 0.5 < H < 1, a persistent behavior is indicated in stock market behavior, that is, positive trends in
one period tend to continue being positive and vice versa. If H is close to 0.5, it indicates a random walk in data,
meaning that market returns are independent. Estimated Hurst exponents are then used to compute F-values for
the Chow test to examine its statistical significance.

Second test to detect bubbles in stock market time series is the regime-switching test introduced by Hamilton
[7]. The approach of Engle and Hamilton [5] is utilized to test the null hypothesis of no bubbles:

& = trend; + z, (7
where z; is the white noise and trend; = p; + U, S; 8)
with s = 1 being a positive trend and s = 0 being a negative trend. Moreover, we let:
Prob[s;, =1s,_; =1] =p,Prob[s; =0s;,_, =1]=1—-p C)]
Prob[s; =0s,_; =0] =q,Prob[s;,=1s,_,=0]=1—¢q (10)
The null hypothesis of no trend is given by p = 1 — q and the Wald test statistic calculated as:

p—(1-q) a1
var(p)+var(1—q)+covar(p,1—q)
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The Wald test statistic evaluates how close the unrestricted estimates come to satisfying the restrictions under the
null hypothesis.

The results of both tests allows us perceiving asset bubbles in the chosen Eastern European countries with a
certain degree of confidence, since tests unveils different characteristics of the same time series.

4 Empirical findings

Both tests’ results indicate the same situation of no bubbles in stock markets of studied countries (with one
exception of Slovakia from the results of Hurst persistence test). There is no significant difference in persistence
of stock returns in the highly developed European countries and the Visegrad countries, except for Slovakia. For
the majority of cases, Hurst exponent values are not significantly different from its average of 0.5 (see Table 2).
Stock index prices follow random walk and do not show any speculation developments.

However, Hurst exponent values for Slovakia highlight irregular market dynamics, which probably disclose
the overall inefficiency of the market rather than the existence of price bubbles. The statistical significance of
Hurst persistence tests is verified by the Chow test, F-values of which are above its critical values, hence the null
hypothesis of no persistence in the time series is rejected.

Estimated Hurst exponents of residuals

Full sample Pre-crisis period Crisis period Post-crisis period
PX 0.526192 0.571909 0.508225 0.504513
BUX 0.517590 0.568348 0.418661 0.533226
SKSM 0.653698 0.731891 0.612539 0.531983
WIG20 0.498979 0.496172 0.406587 0.464584
ATX 0.543151 0.557359 0.463424 0.534663
DAX 0.484378 0.466146 0.452908 0.590430
CAC 0.550297 0.486435 0.448344 0.549227
UKX 0.452292 0.515526 0.482410 0.511554

F-values for Chow test

Full sample Pre-crisis period Crisis period Post-crisis period
PX 59.093300 60.659000 60.193500 60.400200
BUX 59.603600 56.668500 65.820900 58.693000
SKSM 52.023100 48.131800 54.246500 58.766000
WIG20 60.722600 60.903800 66.618200 62.857500
ATX 58.100000 57.293400 62.944600 58.608400
DAX 61.615200 62.757900 63.608500 55.434000
CAC 57.686500 61.499000 63.898900 57.762200
UKX 63.623400 59.738100 61.763500 59.977100

Critical value F = 4.61

Source: Authors’ calculations based on data from Bloomberg
Table 2 Hurst exponents and related Chow test results

Based on the Hurst exponent values in the sub-periods, the Visegrad stock markets appear to be more volatile
than the developed markets in the later periods (except for Poland), supposedly indicating the presence of
growing financial inflows. From the results of the Hurst persistence test, the global financial crisis might be seen
as a stabilizing mechanism updating the upturning and downgrading market forces (for example, through
changing the trading trends in France and Germany). Less than 0.5 values of Hurst exponents in the crisis period
signify the decline of asset prices in all observed markets.

Table 3 reports results of regime switching tests. The null hypothesis of no trend in all investigated stock
market returns is rejected. Estimated critical value for rejecting the null hypothesis is in all cases lower than the
values of the Wald test statistics.
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Full sample Pre-crisis period Crisis period Post-crisis period

PX 819.360 568.246 136.253 304.379
BUX 1123.30 760.251 138.439 441.899
SKSM 791.087 510.217 113.721 265.227
WIG20 119191 692.992 236.185 385.211
ATX 707.994 394.937 147.353 290.520
DAX 444.307 480.623 43.4170 136.398
CAC 1552.93 961.337 351.834 780.026
UKX 447.418 324.963 119.101 128.735

Critical value x*(1) = 3.84

Source: Authors’ calculations based on data from Bloomberg

Table 3 Wald test results

5 Conclusions

We found no evidence of stock market bubbles neither in the countries of the Visegrad group, nor in the
developed European countries. However, taking into consideration the limitations of the proposed methodology,
we could not declare with the full certainty that asset bubbles are not present in those markets. If tests have not
proved the existence of bubbles, they at least have identified the substantial volatility. Further search of relevant
methodology is needed, while tests should be performed not only on market indices, but also on chosen stocks
and industry indices.
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Efficiency and resource allocation

within a hierarchical organization
Martin Dlouhy’

Abstract. The objective of production unit is an efficient production by minimizing inputs and maximizing
outputs. If the production unit is a part of a larger hierarchical organization the sum of inputs or outputs can be
fixed. As example we will use academic departments. The departments are parts of the faculty and the total
budget of the faculty is fixed. We will evaluate technical efficiency of the university departments of the Faculty
of Informatics and Statistics, University of Economics in Prague. The performance of each department is
measured the direct teaching (weighted number of lectures and seminars), indirect teaching (weighted number of
exams, theses), and research activity (weighted number of publication points). The objective of the faculty is a
fair distribution of resources according to the achieved performance. The zero sum gain DEA model is used for
distribution of a fixed budget.

Keywords: Data envelopment analysis, technical efficiency, zero sum gains, university departments.
JEL Classification: C6, 12
AMS Classification: 90C08

1. Introduction

The objective of production unit is an efficient production. This can be achieved by minimizing inputs and
maximizing outputs. However, if the production unit is a part of a larger hierarchical organization the sum of
inputs or the sum of outputs can be fixed. As an example, we will use efficiency evaluation of academic
departments. The departments are parts of the faculty and the total budget of the faculty is fixed. Another
interesting example is the Olympic Games country ranking based on the numbers of medals the countries won
[7]. Clearly, the number of medals is fixed. A better result of one country can be achieved only by the worse
results of the other countries.

The technical efficiency of academic departments is measured by the data envelopment analysis (DEA) that is
described in section two. In section three we will evaluate technical efficiency of academic departments first, and
then, we will use the special type of the DEA model for setting the budgets of departments.

2. Data Envelopment Analysis

Data envelopment analysis (DEA) evaluates technical efficiency of production unit with the help of
mathematical programming. In 1957, Farrell [4] in his paper on the measurement of technical efficiency of
production, promoted the ideas to specify the production frontier as the most pessimistic piecewise linear
envelopment of the data and to construct efficiency measures based on radial uniform contractions or expansions
from inefficient observations to the frontier. The DEA model for multiple inputs and outputs was formulated and
solved by Charnes, Cooper, and Rhodes in 1978 [2]. Since 1978 a great variety of DEA models with various
extensions and modifications has been developed. These extensions can be found, for example, in textbooks such
as Charnes, Cooper, Lewin, and Seiford [1], or Cooper, Seiford, and Tone [3], which present also many
examples of applications.

Each production unit allocates its resources into a number of inputs to produce various outputs. DEA uses
quantities of inputs consumed and outputs produced to calculate the relative technical efficiency of a production
unit. The relative technical efficiency of the unit is defined as the ratio of its total weighted output to its total
weighted input or, vice versa, as the ratio of its total weighted input to its total weighted output.

DEA allows each production unit to choose its own weights of inputs and outputs in order to maximize its
efficiency score. A technically efficient production unit is able to find such weights that it lies on the production
frontier. The production frontier represents the maximum amounts of output that can be produced by given
amounts of input (in the output maximization model) or, alternatively, the minimum amounts of inputs required
to produce the given amount of output (in the input minimization model).

! University of Economics in Prague, Faculty of Informatics and Statistics, Department of Econometrics, e-mail:
dlouhy@vse.c.
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For each production unit, the DEA model calculates the efficiency score; determines the relative weights of
inputs and outputs; and identifies peers for each production unit that is not technically efficient. The peers of a
technically inefficient production unit are technically efficient production units with similar combinations of
inputs and outputs. The peers serve as benchmarks, which show potential improvements that the technically
inefficient production unit can attain. Because the peers are real production units, one can expect that the
efficiency improvements should be attainable by the inefficient units.

Now we will continue with a mathematical formulation of the basic DEA model. The mathematical
formulation of the input-oriented CCR (Charnes-Cooper-Rhodes) model [2], which assumes the constant returns
to scale, is:

)
Z} Yy,

m
EZVJXM
=

maximize

r
Z; uiyik
i=

subject to i <1, k=1,2, .., n, M

m
Elvjxw
=1

u;2¢,i=1,2,...,r,

ijS,j=1,2,...,m,

where xj is the amount of input j used by production unit k, yj. is the amount of ith output produced by
production unit k, weights u; and v; are variables in the DEA model, € is infinitesimal constant. The value of
objective function is the efficiency score of unit g. This program (1) is an input-oriented version of the CCR
model. To solve the program (1) by linear programming, the program has to be transformed to the linear form

r

maximize Z u.y. ,
i=1 I
r m

subject to Zuiyik < Z\/jxjk , k=1,2, ...,n, 2)
i=1 =

m
Zv.x. =1,
u;2¢,i=1,2,...,r,

vize, j=1,2,..,m.

The DEA model (2) has to be formulated and solved for each production unit g=1, 2, ..., n. A specialized
software for DEA or MS Excel applications are available at present, which makes it easy to carry out all
necessary calculations.

3. Efficiency Evaluation of Academic Departments

We will evaluate technical efficiency of the academic departments of the Faculty of Informatics and Statistics,
University of Economics in Prague, in year 2011. The Faculty of Informatics and Statistics is divided into nine
academic departments. The performance of each academic department is measured by three outputs: direct
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teaching (measured by the weighted number of lectures and seminars), indirect teaching (measured by the
weighted number of exams and theses), and research activity (measured by the weighted number of publication
points). The only input is the budget of department in 2011. In the definition of inputs and outputs we follow
Jablonsky [6], who in his paper also evaluated efficiency of academic departments by a similar method. All input
and output data are recalculated in such a way that the faculty as the whole will have input and output values
equal to 100. The department data thus show the percentages of three inputs and one output of the faculty that
are consumed and produced by each academic department (Table 1). Instead of using the real names of
departments, we denote them as departments D1, D2,..., D9.

The obvious objective of each academic department is to use the available resources in order to maximize
production of outputs (direct and indirect teaching and research). The total budget of the faculty is fixed and then
distributed between departments. This means that the DEA model used for calculation of efficiency should be
output-oriented. The input data and results of the output-oriented CCR DEA model are presented in Table 1.
Three departments are technically efficient (D3, D4, D7), which means that we are able to find weights ensuring
that these three departments use resources in the most efficient way. In the reality, the uniform weights are set by
the faculty for each year. However, the weights as well as definitions of performance criteria can be changed, so
the technical efficiency can be a better indicator of performance than the results obtained by certain weights that
are set for one year.

Department Budget Dire?t Indirelrct Rese‘afch Efficiency

Teaching Teaching Activity Score
D1 4.28 4.42 3.85 6.44 0.95
D2 16.02 13.02 12.76 23.12 0.87
D3 2.48 1.88 1.07 6.10 1.00
D4 24.23 24.90 37.58 16.70 1.00
D5 8.72 8.98 7.30 7.86 0.75
D6 12.10 13.50 8.03 8.65 0.73
D7 0.73 1.51 1.30 0.00 1.00
D3 12.23 11.97 14.50 11.65 0.91
D9 19.22 19.82 13.62 19.47 0.76
Total 100.00 100.00 100.00 100.00

Table 1 Description of inputs and outputs and efficiency score

As we already stated, the objective of the academic department is to use the money in order to maximize
production of outputs (teaching and research). This can be seen as efficient use of resources. However, the
objective of the department is also to maximize resources for the next period. When the faculty receives its
annual faculty budget from the university, the total faculty budget minus the cost of the faculty management is
distributed among departments. The total faculty budget is distributed according to performance criteria that
include the levels of direct teaching, indirect teaching and research activity. From this view, the teaching and
research activity in period one are the inputs and the budget of the department in period two is the output.

Because the departments are parts of the faculty, the total faculty budget to be distributed among departments
is fixed. The money additionally allocated to one department means that budgets of other departments have to be
reduced. For this type of resource allocation, the so-called zero sum gains DEA model (ZSG-DEA) was
developed [7]. The idea of this model is to re-allocate inputs or outputs in such a way that all production units (in
this case academic departments) will become technically efficient. For the output-oriented ZSG-DEA model, the
following equation is valid:
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Z yj[(hDEAi /hDEAj )h’ZSGi - 1]

1— Jjew
2: Vi

jew

=h

ZS8Gi DEAi

where hzgg; is the efficiency score of production unit i in the ZSG-DEA model, hpgy; is the efficiency score of
production unit i in the traditional DEA model, W is a set of inefficient production units.

In the ZSG-DEA model with one output (in this case the budget of department), the ZSG-DEA model can be
simplified. Suppose that the faculty will allocate a constant budget B among n departments based on given inputs
(direct and indirect teaching and research activity). In the initial DEA model, regardless of the input level, the
amount B/n is allocated to each department. Then we solve a DEA model with the single constant output and
three inputs. The final projection hpga/Zhpga; is ZSG-DEA efficient. This solution can be shown to be invariant
under scale and orientation of the DEA model [5]. According to our view, the ZSG-DEA solution is much easier
than the iteration procedure used by Jablonsky [6].

The results of the output-oriented traditional DEA model and the results of the simplified output-oriented
ZSG-DEA model are presented in Table 2. The initial efficiency shows the technical efficiency of each academic
department with the same output level (constant budget). In this case, 11.11% of the total faculty budget is
allocated to each academic department. In the proposed allocation, the higher budgets (outputs) are allocated to
more efficient academic departments and the lower budgets are allocated to less efficient departments in
comparison to the original budgets of departments presented in Table 1. Hence the proposed budget assures that
all academic departments are technically efficient (Table 2). This can be checked by calculating DEA model
with the original values of teaching and research activity as inputs and the proposed budget as an output. As one
can see, final efficiency of all academic departments equals to one in such model (Table 2).

Department Constant Direct Indirect | Research | Efficiency | Proposed | Efficiency
Budget Teaching | Teaching | Activity Initial Budget final

DI 11.11 4.42 3.85 6.44 2.93 4.78 1.00
D2 11.11 13.02 12.76 23.12 8.64 14.10 1.00
D3 11.11 1.88 1.07 6.10 1.00 1.63 1.00
D4 11.11 24.90 37.58 16.70 16.53 26.96 1.00
D5 11.11 8.98 7.30 7.86 5.77 9.41 1.00
D6 11.11 13.50 8.03 8.65 6.44 10.50 1.00
D7 11.11 1.51 1.30 0.00 1.00 1.63 1.00
D8 11.11 11.97 14.50 11.65 7.95 12.96 1.00
D9 11.11 19.82 13.62 19.47 11.06 18.03 1.00
Total 100.00 100.00 100.00 100.00 X 100.00 X

Table 2 Results of the ZSG-DEA Model

4. Conclusion

If the production unit is a part of a larger hierarchical organization, the sum of inputs or the sum of outputs can
be fixed. As an example, we showed this on the efficiency evaluation of academic departments. The academic
departments are parts of the faculty and the total budget of the faculty is fixed. A special type of the DEA model
known as the ZSG-DEA model can be used for the setting budgets of academic departments in such a way that
all production units (departments) become technically efficient.
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About a modification of E,/E,/1/m queueing system

subject to breakdowns
Michal Dordal, Dusan Teichmann?

Abstract. The paper deals with modelling of a finite single-server queueing system
with a server subject to breakdowns. Customers interarrival times and customers
service times follow the Erlang distribution defined by the shape parameter r or s
and the scale parameter rA or su respectively. We consider that server failures can
occur when the server is either idle or busy (so called operate-independent failures).
Further we assume that service of a customer is interrupted by the occurrence of the
server failure and the system empties when the server is broken (we call it as the
failure-empty discipline). We assume that random variables relevant to server fail-
ures and repairs are exponentially distributed. We use two approaches - analytical
approach using method of stages and simulation approach using coloured Petri nets.
We use both approaches to compare and validation created models. At the end of the
paper some reached results are shown.

Keywords: E/E/1/m, queueing, breakdowns, disasters, Petri net.
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AMS Classification: 60K25

1 Introduction

Queuing theory is a tool which enables us to find characteristics of queueing systems. We meet queueing sys-
tems for example in informatics, transport and economics. In general, a queueing system represents a system
which serves customers coming in the system. For a lot of queuing systems which were solved in the past it is
assumed that there are no failures of servers. Such queueing systems are often called reliable queueing systems.
The second part of queueing systems are represented by so called unreliable queueing systems or queueing sys-
tems subject to server breakdowns.

One of the first queueing systems subject to breakdowns was solved by Avi-Itzhak and Naor [1]. Today we
can find a lot of papers solving queuing systems subject to breakdowns. As regards papers written during last 20
years we can mention following papers. Lam et al. [3] modelled a single-server queue with a repairable server
under the assumption of the Poisson arrival process and exponentially distributed service times. Tang [7] pub-
lished the paper devoted to an unreliable single-server queue as well, but with generally distributed service
times. Sharma and Sirohi [5] modelled a container unloader as a finite single-server queue with repairable server.

Some queues with several unreliable servers were studied for example by following authors. Martin and Mi-
trani [4] studied a system with several unreliable servers placed in parallel. Wang and Chang [8] considered
a finite multi-server queue with balking, reneging and server breakdowns.

Interesting group of unreliable queueing systems is formed by queues with so-called negative customers or
disasters (or catastrophes). Disasters can represent server failures which cause removing either some or all cus-
tomers finding in the system. We can for example mention the papers written by Boxma et al. [2] or Shin [6].

On the basis of the short review of queueing systems subject to breakdowns we can state that most of the au-
thors studied especially unreliable queueing systems under the assumptions of the exponential or general distri-
bution. Most of the mentioned authors further assumed that a queue of waiting customers has an infinity capac-
ity, if the queue of waiting customers is formed.

In the paper we will pay our attention to a finite single-server queueing system with the server subject to
breakdowns, where customers interarrival times and service times will follow the Erlang distribution. Further we
will assume that times between failures and times to repair will be exponential random variables. We use the
Erlang distribution because it offers us greater variability of usage than the exponential distribution, nevertheless

' V8B - Technical University of Ostrava /Faculty of Mechanical Engineering, Institute of Transport, 17.
listopadu 15, Ostrava — Poruba, tel. number: +420 597 325 754, e-mail: michal.dorda@vsb.cz.

2 VSB - Technical University of Ostrava /Faculty of Mechanical Engineering, Institute of Transport, 17.
listopadu 15, Ostrava — Poruba, tel. number: +420 597 324 575, e-mail: dusan.teichmann@vsb.cz.
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mathematical models of queueing systems in which we assume the Erlang distribution are still relatively easily
solvable.

The paper is organized as follows. In Section 2 we will make necessary assumptions. In Section 3 we will
present the mathematical model, in Section 4 we will present a simulation model of studied queueing system.
Section 5 is devoted to the executed numerical experiments and in Section 6 we make some conclusions.

2 General assumptions and notations

Let us study a single server queueing system with a finite capacity equal to m, where m>1, that means there are
in total m places for customers in the system — single place in the service and m-1 places intended for waiting of
customers. Let us consider that customers are served one by one according to the FCFS service discipline.

Let customers interarrival times follow the Erlang distribution with the shape parameter r and the scale pa-
. . L r 1 S
rameter r4; therefore the mean interarrival time is then equal to I = T Costumer service times are an Erlang
r

random variable with the shape parameter s and the scale parameter su; thus the mean service time is equal to
S 1

sH U
Let us assume that the server is successively failure-free (or available we can say) and under repair. We as-
sume that failures of the server can occur when the server is idle or busy — we say that server failures are oper-

ate-independent. Let us assume that times between failures are an exponential random variable with the parame-
ter #; the mean time between failures is then equal to the reciprocal value of the parameter #. Times to repair are

. . . . . 1
an exponential random variable as well, but with the parameter {; the mean time to repair is therefore equal to —

. It is clear, that the server steady-state availability A (the fraction of time the server is available) is equal to:

A= 4
n+g
and the server steady-state unavailability U (the fraction of time the server is broken) is:
Ui
U=1-A=
n+¢

As regards behaviour of customers at the moment of the failure, we will consider the system empties after
every failure of the server; the system is empty when the server is down — failures represent disasters in the sys-
tem.

3 Mathematical model

To model the studied queueing system we applied method of stages. The method exploits the fact that the Erlang
distribution with the shape parameter r or s and the scale parameter denoted as 4 or sy is sum of s or r independ-
ent exponential distribution with the same parameter sA or ru. Therefore the queue can be modelled by Markov
chains using.

Let us consider a random variable K(#) being the number of the customers finding in the system, a random
variable /() being the number of terminated phases of customer arrival, a random variable J(¢) being the number
of terminated phases of customer service and a random variable F(¢) being the number of broken servers at the
time 7. On the basis of the assumptions established in Section 2 it is clear that {K(¢), I(¢), J(t), F(f)} constitutes
a multi-dimensional Markov process with the state space

Q={lk,i,j, f)k=0,i=0,.,r=1,j=0, f =0,1}JU{(k.i, j, fh k =1,....m,i = 0,....,r =1, j =0,....,s =1, f = 0}.

The system is found in the state (k,i,j,f) at the time t if K(f)=k, I(t)=i, J(f)=j and F(f)=f, let us denote
the corresponding probability P ;;»(?).

Let us illustrate the queueing model graphically as a state transition diagram (see figure 1). The vertices rep-
resent the particular states of the system and oriented edges indicate the possible transitions with the correspond-
ing rate. Please notice that in figure 1 there are depicted only selected states that are necessary for formation of
the equation system.

-118 -



Proceedings of 30th International Conference Mathematical Methods in Economics

R

L LL/ RWEn)

ri

//’;J/’?’/ ﬂ// /’M /{i"/\/'j%

1ijo0 K K 1:510 ki00 K piio HOSE yis10 mi0,0 |H- S mijo fl S is1,0

A

N rA A rA rl ﬁLii A
/%’_' /%'i_' /- U //{'7' 7/ 7] _—
u su
S/ S

0,r-1,0,0 1r1001i>1£> 1r1]0 L>~>1r1510 kr1oo%3ﬁ> kr-1j,0 ﬁ*’likrlslo mr-1,00 4 4 mrijo A mris1,0
~ Y — —— N — : —

k=0 k=1 k=2,...,m-1 k=m

Figure 1 The state transition diagram
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On the basis of the state transition diagram we are able to write a finite linear equation system of steady-state

balance equations in the form:
(rA47) Ropo.0)= S Piosro) + € Poo)s
(rA+7)- Poyo0) =12 Bosr00)+ SH Priyrg)+ & Posoy for i=1Lo.,r—1,
(rA+su+n) Bio00) =TA Fyia00) U P p) for k=1...m—1,
(rA+su+n) Brioo) =14 Prii00) F S Bsiisorg) for k=1...m—-Li=1..r-1,
(rA+su+n)- Buojo) =Sl g0 for j=l..,s—1,
(rA+su+n)- Brijo) =14 B o)y TS B g for k=Lo.omi=1..r=1j=1..,s-1,
(rA+su+n) Brojo)=TA Py o)t S8 P g for k=2,..m—1j=1..s-1,
(rA+su+n) Boooo) =4 Boy00) A Blii00)»
(rA+su+m)- Booj0) =TA Bl j0) 1A Bt o) TS Bl i) for j=1...s—1,

(rA+su+n)- Boiioo) =14 Bisioo) for i=1..,r—1,

m -1

(r/l + g) P(U,O,(),l) =rd- P(O,r—l,U,l) +77- P(o.o,o,o) +77- Z Z P(k,(),j.()) >

k=1 j=0

m s—1
(V’l"' ;) Roion = rd- Boic00) ¥ 71 Bosoo) 11 )Y ZP(k,i,j,o) for i=1,..,r-1

k=1 j=0
including normalization equation in the form:
r=1 1 m r=1s—1
ZZ 010.}')+zzzp(k,i.j.0):1
i=0 f=0 k=1i=0 j=0

ey
)
3
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(6)
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1)

12)

13)

We have the equation system of m-r-s+2r+1 linear equations formed by equations (1) up to (13) with
m-r-s+2r unknown stationary probabilities. To solve it we can omit for example equation (1). Solving of the
system we executed using Matlab. Applied state description in the form of (k.,ij,f) is four-dimensional and is
very good for formation the equation system but is unsuitable for computations in Matlab. Therefore we estab-

lished an alternative one-dimensional state description in the following form:

e The states (k,jf) for k=1,...m, i=0,...,r-1, j=0,...,s-1 and f=0 can be denoted using a single value

(k=1)-r-s+j-r+i+l,

e The states (k,i,j.f) for k=0, i=0,...,r-1, j=0 and f=0,1 can be denoted using a single value m-r-s+ f-r+i+1.

Applying the alternative one-dimensional state description we are able to transform the equation system in
the form we need for using Matlab (we need a transition matrix). After numerical solving of the equation system
rewritten in matrix form we obtain the stationary probabilities we need in order to compute performance meas-
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ures of the studied system. Let us consider three performance measures — the mean number of the customers in
the service ES, the mean number of the customers waiting in the queue EL and the mean number of the broken
servers EP.

For the performance measures we can write following formulas:

4 Simulation model

In order to validate the outcomes, which were reached by solution of the above-mentioned mathematical model,
Petri net model of the studied queueing system was created by using CPN Tools — Version 3.0.4. The software
CPN Tools is designed for editing, simulating and analyzing coloured Petri nets. The created simulation model
in initial marking is shown in figure 2. The model is compound of 11 places and 10 transitions. The Petri net
presented in figure 2 models the unreliable E,/E;/1/5 queueing system fulfilling the conditions mentioned in
Section 12 In figure 2 the applied values of individual parameters are =2, rA=18 h™', s=2, su=20 h™', #=0.1 h"'and
=0.2h".

The concrete values of the random variables are generated during the simulation through the defined function
Sfun ET(k, mi) = round(erlang(k, mi/3600.0)); where k is the shape parameter and mi is the scale parameter of the
Erlang probability distribution expressed in [h™']. We apply a second as the unit of time.

The created Petri net works with following tokens:

Timed tokens c represent customers.

Timed tokens f represent failures of the server.

Auxiliary tokens p serve for modelling for example free queue places or free servers.

To obtain desired simulation outcomes three monitoring functions were defined:

e The monitoring function named ES which is bound with the place Busy servers enables estimation of the
mean number of the customers in the service.

¢ The monitoring function named EL which is bound with the place Queue serves for estimation of the mean
number of the waiting customers.

e The monitoring function named EP which is bound with the place Repairing was create in order to estimate
the mean number of the broken servers.

In order to stop the simulation after reaching defined simulation time we created a breakpoint function which
stops each simulation run after reaching the simulation time 31 536 000 s; the value corresponds to 365 days.
And finally, to execute 30 simulation runs for each experiment we defined an auxiliary text CPN'Replica-
tions.nreplications 30. Evaluating the text defined number of simulation runs is performed and simulation out-
comes gained.
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“* CPN Tools (Version 3.0.4, April 2011)

»Tool bax
» Help \Binder 0
» Options | Petrinst
¥ Simulation model.con
Step: 0
Time: 0
»Options
» History
¥ Declarations
» Standard dedlarations
¥fun ET(k, mi) = f@+ET
round(erlang(k, mi/3600.0));
¥colset A = with ¢ | f timed; P
vcolset B = with p;
s B
1 cd@0+++
»ES Start (29 ;-
REL ¥ 1" f@o N
»EP LR g
¥Breakpoint fx =cthen 1°c
Type: Break point else empty @+ET(2, 18.0)
Modes orderad by pages
¥ Predicate Repair
fun pred () = - 5 5 :
IntInf.tolnt(time()) > 31536000 SIS = fﬂ:’;?” L°F k)
Petri net _ | e empty
if x=cthen 1 c| @+ET(1, 0.1)
else empty
termination
due to failure
(o
S Service P
termination
p
i P b
1 Free \&
servers SV
1p B
A
P
J
B
CPN'Replications.nreplications 30
None

Figure 2 Simulation model created in CPN Tools — Version 3.0.4

5 Outcomes of executed experiments

We executed several experiments with both models to compare analytical and simulation outcomes and to obtain

some graphical dependencies. Applied values of model parameters are summarized in table 1.

-1 -1 -1 -1
Parameter  m[-] r[-] rA[h'] s[-] sulh'] 7" [h] CIh'
Applied value 5 2 18 2 20 10 up to 200 with step 10 0.2
Table 1 Applied values of model parameters
Analyticresults == == Lower bounds - simulation == == Upper bounds - simulation Analyticresults == == Lower bounds - simulation == == Upper bounds - simulation
0385 = —_— 130
== = =le . P [ 